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Abstract

The role of emissions of volatile organic compounds and nitric oxide from biogenic sources is becoming increasingly important in regulatory air quality modeling as levels of anthropogenic emissions decline.
emissions continue to decrease and stricter health-based air quality standards are being adopted. However, considerable uncertainties still exist in the current estimation methodologies for biogenic emissions. The impact of these uncertainties on ozone and fine particulate matter (PM$_{2.5}$) levels for the eastern United States was studied, focusing on biogenic emissions estimates from two commonly used biogenic emission models, the Model of Emissions of Gases and Aerosols from Nature (MEGAN) and the Biogenic Emissions Inventory System (BEIS). Photochemical grid modeling simulations were performed for two scenarios: one reflecting present day conditions and the other reflecting a hypothetical future year with reductions in emissions of anthropogenic oxides of nitrogen (NO$_x$). For ozone, the use of MEGAN emissions resulted in a higher ozone response to hypothetical anthropogenic NO$_x$ emission reductions compared with BEIS. Applying the current U.S. Environmental Protection Agency guidance on regulatory air quality modeling in conjunction with typical maximum ozone concentrations, the differences in estimated future year ozone design values (DVF) stemming from differences in biogenic emissions estimates were on the order of 4 parts per billion (ppb), corresponding to approximately 5% of the daily maximum 8-hr ozone National Ambient Air Quality Standard (NAAQS) of 75 ppb. For PM$_{2.5}$, the differences were 0.1–0.25 μg/m$^3$ in the summer total organic mass component of DVFs, corresponding to approximately 1–2% of the value of the annual PM$_{2.5}$ NAAQS of 15 μg/m$^3$. Spatial variations in the ozone and PM$_{2.5}$ differences also reveal that the impacts of different biogenic emission estimates on ozone and PM$_{2.5}$ levels are dependent on ambient levels of anthropogenic emissions.

Introduction

The role of biogenic emissions in the secondary formation of ground-level air pollution has been the subject of numerous past modeling studies. For ozone, the primary biogenic compound of interest is isoprene because of its high reactivity. For fine particulate matter (PM$_{2.5}$), isoprene and mono- and sesquiterpenes are the species of greatest interest because they play a key role in the formation of secondary organic aerosols (SOAs) that comprise a substantial fraction of total PM$_{2.5}$, especially in the southeastern United States. On the basis of a regional modeling study, Tao et al. found that biogenic emissions contribute more than 40% to surface ozone concentrations in the northeastern United States, and that a large part of this contribution is due to the interactions between anthropogenic and biogenic emissions of volatile organic compounds (VOCs) and oxides of nitrogen (NO$_x$). As summarized by Fiore et al. in current-generation chemical mechanisms these interactions depend on the relative magnitudes of NO$_x$ and isoprene emissions. Nonlinear interactions between these emissions determine whether a given increase in isoprene emissions will enhance, deplete, or have little impact on surface ozone. In polluted areas, higher isoprene concentrations are generally understood to enhance ozone production because its oxidation increases the concentrations of hydroperoxy and organic peroxy radicals that can convert nitric oxide (NO) to nitrogen dioxide (NO$_2$) without destroying ozone. In areas with lower NO$_x$ emissions, ozone production is typically limited by the availability of NO$_x$ and shows little sensitivity to changes in isoprene. Finally, in chemical regimes characterized by very low NO$_x$ and very high isoprene emissions, the reaction of ozone with isoprene becomes important, leading to a reduction of hydroxyl radicals (OH) and decreased ozone production. However, uncertainties in the chemical mechanism still exist, especially in relation to the isoprene oxidation chemistry used in current-generation chemical mechanisms.

Because of the importance of biogenic emissions in atmospheric chemistry, improving their representation in chemical transport models continues to be an active area of research, with a focus on improving emission estimates and on better characterizing their fate once released into the atmosphere. However, at present, biogenic emission estimates used in global and regional air quality modeling applications continue to vary significantly,
depending on the approach used. This is reflected in substantial revisions in emission estimates for subsequent releases of biogenic emission models5-23 and emission differences between different biogenic emission models.2-24 Additionally, several studies have highlighted major functional dependencies that are not considered in currently used biogenic emissions models, such as the effects of ambient carbon dioxide (CO₂) levels on plant production25 and plant damage due to ozone exposure.26 Likewise, the representation of the atmospheric fate of biogenic emissions in current-generation chemical mechanisms is still uncertain.16-19 In the context of future-year modeling over longer time horizons, additional uncertainties may arise because of insufficient consideration of potential climate change effects on the spatial distribution of different plant species and corresponding biogenic emissions.

Despite these continuing uncertainties, federal and state agencies rely on current-generation regional-scale air quality modeling tools to assess the impact of emission control strategies on ambient pollutant levels27-29 and to determine whether a geographic area attains an air quality standard in response to emissions reductions. In the United States, these current-generation tools include the Model of Emissions of Gases and Aerosols from Nature (MEGAN), version 2.04,20 and the Biogenic Emission Inventory System (BEIS), version 3.14,5-23,30,31 for estimating biogenic emissions and the Community Multiscale Air Quality (CMAQ) model32-33 and the Comprehensive Air Quality Model with Extensions34 for photochemical modeling. Although many modeling studies have investigated the effects of biogenic emission uncertainties on simulated ozone concentrations at regional and global scales,2-3,5-8,35-36 and on regional-scale SOA formation,37 most of these studies used a single anthropogenic emission base year inventory in their analyses. In contrast, in regional-scale air quality planning applications, a period of interest is simulated with at least two sets of anthropogenic emission inventories, one reflecting base year conditions and one or more additional inventories reflecting planned future year emissions.28 Few studies have explicitly considered the role of uncertainties in biogenic emissions on the effectiveness of emission control strategies in such regulatory applications. One notable exception is the study by Roselle,7 in which isoprene emissions were adjusted up or down by an uncertainty factor of 3 for base-case and control-case anthropogenic emission scenarios, and the impact on ozone levels was analyzed. The study results7 indicated that the response of calculated ozone levels to anthropogenic emission controls was sensitive to the magnitude of isoprene emissions. To the authors’ knowledge, no comparable study has been performed to date to quantify the effect of biogenic emission uncertainties on PM_{2.5} levels in relation to anthropogenic emissions control strategies.

This study examines the impact of uncertainties in biogenic emissions on the CMAQ model response to anthropogenic NOₓ emission reductions over the eastern U.S. region. The uncertainties in biogenic emissions are due to the differences24-38 in estimates from two current-generation biogenic emissions models, MEGAN and BEIS. It must be noted that this study focuses solely on uncertainties in biogenic emissions estimates and does not consider the impact of uncertainties in the chemical transformation pathways of biogenic emissions on simulated pollutant concentrations that are also important.2-3,5-8,35-36 First, the emissions estimates for current year and future year were developed using these models. Next, the impact of uncertainties in biogenic emissions estimates on atmospheric chemistry under both emission scenarios was studied using CMAQ simulations. The focus of the analysis was on uncertainties in the relative model responses of ozone and PM_{2.5} to reductions in anthropogenic emissions of NOₓ as required in regulatory applications.39

The following section presents a brief description of the underlying biogenic emissions estimation process using MEGAN and BEIS, the CMAQ model configuration and
application, and the relative model response metrics used. Subsequently, results are presented for ozone, followed by corresponding results for PM$_{2.5}$.

**Methods: Modeling Platform Overview**

**Meteorological and Air Quality Modeling**

The meteorological fields for this study were generated using the Pennsylvania State University/National Center for Atmospheric Research Mesoscale Model (MM5) for the time period from May 15 to September 30, 2002 using two-way nested 36- and 12-km domains over the United States. Among the physics options chosen for the MM5 simulations were the Kain–Fritsch convective scheme for both domains, the simple ice-explicit moisture scheme containing prognostic equations for cloud water (ice) and rainwater (snow), a modified version of the Blackadar planetary boundary layer scheme, and the simple radiative cooling scheme. The MM5 simulation used in this study was performed under the umbrella of the Ozone Transport Commission (OTC), and additional details on its setup and evaluation are provided by OTC.

The simulations analyzed in this study were performed with CMAQ version 4.7 at a horizontal grid spacing of 12 km for the eastern U.S. region (Figure 1). Available science options for CMAQ are described in Byun and Ching, Byun and Schere, and Foley et al. In this study, the Carbon Bond 05 (CB-05) chemical mechanism, the aero5 aerosol module, and the Yamartino advection scheme were selected. Boundary conditions for all simulations were adapted from an earlier simulation performed with the same grid configuration and meteorological fields but a different emission inventory and CMAQ version 4.5.1 as described by OTC. Model performance evaluation for this earlier simulation are described by OTC and Hogrefe et al.

**Estimation of Biogenic Emissions**

Biogenic emissions for the May 1 to September 30, 2002 time period were computed with MEGAN version 2.04 and the BEIS version 3.14. Both models used the MM5 fields described above to account for the effects of meteorology on biogenic emissions. Figures 1 and 2 show spatial distributions and the time series of isoprene, NO, and mono- and sesquiterpenes as estimated by MEGAN and BEIS. Figure 1 shows maps of total emissions summed over the May to September time period at each CMAQ grid cell, whereas Figure 2 shows the time series of daily total emissions summed over all of the grid cells in the modeling domain. As shown in Figure 1, isoprene and mono- and sesquiterpene emissions are highest over the southeastern portion of the modeling domain for MEGAN and BEIS. The similarity of the temporal fluctuations of these species depicted in Figures 2a–2c indicates that in a relative sense the modifying effect of meteorology, in particular temperature and solar radiation, is treated similarly in both platforms. For the modeling period, the correlation coefficient between the domain total MEGAN and BEIS time series is 0.98, 0.95, and 0.99 for isoprene, monoterpenes, and sesquiterpenes, respectively. However, in terms of magnitude, MEGAN emissions are significantly higher than BEIS by a
factor of approximately 2 for isoprene and by a factor of approximately 1.5 for sesquiterpenes. For monoterpenes, MEGAN and BEIS emissions were relatively close, with MEGAN estimates slightly higher. These differences are caused by differences in the underlying land-use and emission factor databases as well as the emission calculation algorithms. As summarized by Pouliot and Pierce, the following key differences exist between the isoprene algorithms in MEGAN and BEIS:

- The standard conditions in MEGAN are estimated as a canopy-scale emission factor whereas BEIS uses a leaf-scale factor.
- BEIS uses only temperature and light adjustments at the top of the canopy whereas MEGAN estimates temperature and light adjustments within the canopy using a parameterized canopy environment emission model.
- MEGAN incorporates the effects of leaf age and monthly changes to the leaf area index (LAI) whereas BEIS does not.

Furthermore, it should be noted that the light response curve for isoprene in BEIS version 3.13 and the current version 3.14, used in this study, was modified from the previous version, BEIS version 3.12. The light response curve used in BEIS version 3.12 is the same as that used in MEGAN. For comparison purposes, the summer domain total isoprene emissions for BEIS version 3.12 was calculated over the same time period as in Figures 1–2 and were found to be approximately 65% higher than those estimated using the current version of BEIS. Therefore, the period-domain total for isoprene using BEIS version 3.12 was only 30% lower than the MEGAN results, whereas the BEIS version 3.14 results used in this study are 60% lower than the MEGAN results. In other words, the updates in the most recent version of BEIS increased the differences in isoprene emissions when compared with MEGAN, again highlighting the current level of uncertainty in representing these emissions. These comparisons also suggest that the model treatment of the light dependency is a major contributor to the isoprene emission differences between BEIS version 3.14 and MEGAN.

As shown in Figure 1, biogenic NO emissions are higher in BEIS than MEGAN and are highest in the Midwest, along the Mississippi river, and in parts of the southeastern United States. In addition, the temporal fluctuations of NO emissions also differ between the two platforms as shown in Figure 2. BEIS adjusts soil NO emissions for temperature, precipitation, fertilizer application, and crop canopy coverage for agricultural areas during the growing season and for temperature only outside of the growing season and for all nonagricultural areas. In MEGAN, soil NO is adjusted only for temperature. It should also be noted that although biogenic sources contribute only approximately 5% of total NO\textsubscript{x} emissions domain wide (see Table 1), the contribution in some areas can be substantially higher (30–50%), most notably the Midwest and parts of the Southeast. Overall, the magnitude and directionality of the differences in key biogenic emission species shown here are consistent with the results by Pouliot et al.\textsuperscript{38} and Warneke et al.\textsuperscript{24} who compared MEGAN and BEIS emissions over different domains for other time periods.

**Anthropogenic Emissions**

The anthropogenic emissions used in this study correspond to a base-case scenario (referred hereafter as BASE) reflecting approximately 2005 emissions obtained by interpolating available 2002 and 2009 inventories\textsuperscript{28} and to a control-case scenario (referred hereafter as CTRL) reflecting projected 2012 emissions with an additional across-the-board reduction of 40% in anthropogenic NO\textsubscript{x} emissions. These emission inventories were processed with version 2.5 of the Sparse Matrix Operator Kernel Emissions (SMOKE) model\textsuperscript{51} and merged with the two sets of biogenic emissions (MEGAN and BEIS described above) to generate
the gridded, speciated, hourly emissions for the four model simulations listed in Table 2. The specific emission inputs to CMAQ are hereafter referred to as BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS. Emission summaries for these scenarios are listed in Table 1.

**Observations**

Hourly ozone and isoprene observations for 2002 were obtained from the U.S. Environmental Protection Agency (EPA) Air Quality System (AQS) (http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqdata.htm). There were a total of 601 monitoring sites for ozone and 29 monitoring sites for isoprene within the 12-km modeling domain depicted in Figure 1. All but one of the isoprene monitors are colocated with ozone monitors. Of these 29 isoprene monitors, 11 have an AQS land-use classification of “rural,” 12 have an AQS land-use classification of “suburban,” and the remaining 6 monitors are classified as “urban and center city.” For the comparison with model predictions, monitored values were assigned to the model grid cells in which the monitor was located. For ozone, observations were available for the entire analysis period from May 15 to September 30, whereas for isoprene, most of the monitoring sites only reported measurements between June 1 and August 31.

**Results**

**Impact of Biogenic Emission Differences on Gas-Phase Concentrations**

**Impact on Absolute Concentrations**—Diurnal distributions of observed and simulated hourly isoprene concentrations are shown as boxplots in Figure 3, a and b. For each hour of the day, the boxes represent the range between the 25th and 75th percentile of all concentration values for that hour across the May 15 to September 30 analysis period and the 29 hourly isoprene monitors in the modeling domain, whereas lines indicate the median values. These figures reveal that the isoprene concentrations simulated by the MEGAN platform are much higher than that observed throughout the day, with the largest overprediction occurring during the late afternoon and early evening hours. In contrast, the isoprene concentrations simulated by the BEIS platform show much closer agreement with the observations throughout most of the day, although they also exhibit a peak in the late afternoon and early evening hours that is not present in the observations. The higher concentrations from MEGAN compared with the BEIS platform are consistent with the emission comparisons presented in Figures 1 and 2, and the closer agreement of the BEIS predictions with the observed isoprene concentrations may suggest that the BEIS emissions are closer to reality than the MEGAN emissions. However, it should be noted that several recent studies have suggested that current-generation photochemical mechanisms, including the CB-05 mechanism used in this study, significantly underestimate OH concentrations under low NOx conditions, thereby allowing an unrealistic buildup of isoprene concentrations in the surface layer.16-52,53 In other words, the better agreement of the BEIS isoprene concentrations with observations may be a result of compensating errors resulting from an underestimation of isoprene emissions and isoprene oxidation by OH, whereas the overprediction of isoprene concentrations in the MEGAN platform may be indicative of deficiencies in the CB-05 mechanism.

To assess how the differences in biogenic emissions between the MEGAN and BEIS platforms affect predictions of daily maximum 8-hr average (DM8A) ozone concentrations, Table 3 lists model performance metrics for the BASE-MEGAN and BASE-BEIS simulations. These statistics were calculated using all 80,882 available observation-model data pairs at the 601 AQS ozone monitors over the May 15 to September 30 analysis period and show that the BASE-MEGAN simulations tended to slightly overestimate DM8A.
ozone, whereas the BASE-BEIS simulations exhibited a slight underestimation. The mean error and correlation coefficient are essentially the same for both simulations. It should be kept in mind that these statistics reflect a comparison of 2002 observations with simulations based on 2002 meteorology and 2005-based anthropogenic emissions; therefore, good model performance for DM8A ozone may be the result of compensating errors in model inputs and model chemistry. Nevertheless, these results suggest that both modeling platforms are acceptable choices for regulatory applications when evaluated in terms of DM8A ozone concentrations following the EPA modeling guidance. It is also important to point out that earlier CMAQ simulations driven by the same MM5 fields used here and incorporating 2002 emissions have been evaluated against 2002 measurements and have generally shown performance similar to other studies reported in the literature.28-49 The remainder of this paper is aimed at quantifying the differences between these modeling platforms under BASE and CTRL emission scenarios in the context of regulatory modeling applications.

Figure 4 shows maps of the seasonal average surface-level DM8A ozone concentrations for BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS as well as the differences between the MEGAN and BEIS simulations for the BASE and CTRL emission scenarios. In all of the cases, the highest average summertime concentrations occur along the urban corridor stretching from Washington, DC, to Boston, along the Ohio River Valley, and in northern Alabama, northern Georgia, and central North Carolina; all of these regions are characterized by high anthropogenic emissions. The MEGAN and BEIS platforms show large reductions (10–20 parts per billion [ppb]) in seasonal average DM8A ozone between the BASE and CTRL anthropogenic emission scenario across large portions of the modeling domain corresponding to the 40% reduction in anthropogenic NO\textsubscript{x} included in the CTRL scenario. However, there are substantial differences between the two platforms, and these differences vary between the BASE and CTRL anthropogenic emission scenarios.

For the BASE scenario, the MEGAN platform predicts consistently higher seasonal average DM8A ozone concentrations over the central and northeastern portions of the modeling domain than the BEIS platform. These differences are largest in the areas exhibiting the highest seasonal average DM8A ozone concentrations and exceed 7 ppb in many of the areas rich in anthropogenic emissions discussed earlier. In contrast, the differences between the two platforms are smaller for the CTRL anthropogenic emission scenario, with absolute differences generally below 3 ppb. Moreover, the sign of the differences varies spatially, with (1) the MEGAN platform generally showing lower DM8A ozone concentrations than the BEIS platform in the Southeast and Midwest with the exception of a few urban areas, and (2) the MEGAN platform showing similar or higher DM8A ozone concentrations than the BEIS platform in the portions of the Northeast, most notably in the greater New York City area. A plausible explanation for the lower ozone concentrations in the Southeast and Midwest for the MEGAN platform under the CTRL scenario is the increased influence of the ozone-isoprene reaction in the lower NO\textsubscript{x} environment in which the higher isoprene emissions from MEGAN result in lower ozone concentrations.2 In addition, the lower NO\textsubscript{x} environment created by the anthropogenic emission cuts in the CTRL scenario is enhanced for the MEGAN platform because of its lower biogenic NO emissions compared with the BEIS platform.

The impact of biogenic emissions on the chemical regime is shown in Figure 5, which presents maps of the hydrogen peroxide (H\textsubscript{2}O\textsubscript{2})/nitric acid (HNO\textsubscript{3}) ratio for the BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS scenarios. As discussed by Tonnesen and Dennis,54 this ratio can be used as an indicator of ozone sensitivity toward NO\textsubscript{x} or VOC controls. Higher values of this ratio correspond to NO\textsubscript{x}-limited conditions, whereas lower values correspond to VOC-limited conditions. As summarized in Table 1 of Zhang et al.,55 different studies have suggested values ranging from 0.2 to 2.4 as the
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transition point from VOC- to NO\textsubscript{x}-limited conditions. The results depicted in Figure 5 illustrate that the chemical regime becomes strongly NO\textsubscript{x} limited in the CTRL scenario for the MEGAN and BEIS platforms. For the BASE scenario, there are pronounced rural/urban differences in this ratio, pointing to more NO\textsubscript{x}-limited conditions across most areas of the domain with potentially more VOC-limited conditions in areas of high anthropogenic emissions of NO\textsubscript{x} and VOC. More importantly, there are noticeable differences between the platforms for the BASE scenario, with the MEGAN platform showing higher ratios than the BEIS platform, implying a greater sensitivity of the MEGAN platform to reductions in NO\textsubscript{x} emissions. This is consistent with the results previously presented in Figure 4. Overall, Figures 4 and 5 confirm previous findings that the impact of different biogenic emission inventories depends on the magnitude of anthropogenic emissions, which can alter the chemical regime.\textsuperscript{2,5,7}

**Relative Response to Anthropogenic Emission Reductions**—The results presented in the previous section demonstrate that the simulated magnitude of benefits arising from reductions in anthropogenic emissions can be affected by differences in biogenic emission estimates, and from a regulatory perspective it is of interest to quantify this effect. In the United States, the estimation of future air quality benefits resulting from emission control measures follows specific procedures outlined in the EPA modeling guidance document.\textsuperscript{39} In particular, the modeling guidance calls for the calculation of relative response factors (RRFs) on the basis of a base year and future year modeling simulation and applying this RRF to the observed base year design value (DVC) to estimate a future year design value (DVF) at each monitor. In brief, the calculation of RRF at each grid cell entails averaging the DM8A ozone concentrations simulated for the base and future case over all days in which modeled base-case concentrations exceeded grid-specific thresholds ranging between 70 and 85 ppb and then taking the ratio of the future-case average concentration to the base-case average concentration. Future year DVFs for each monitor are then calculated by multiplying the DVC with the RRF for the corresponding model grid cell in which the monitor is located. More details on this procedure can be found in the EPA modeling guidance.\textsuperscript{39}

Figure 6 shows the results of applying the RRF methodology to the MEGAN and BEIS platforms considered in this study. Figure 6a shows a map of RRF for the MEGAN platform, Figure 6b shows a map of RRF for the BEIS platform, and Figure 6c shows the differences in RRF between the MEGAN and BEIS platforms. White areas in these figures denote regions for which no RRF was computed because the selection criteria set forth in the EPA modeling guidance\textsuperscript{39} were not met (i.e., <5 days with DM8A ozone >70 ppb occurred in the simulation of the BASE scenario). These maps show that the MEGAN platform yields lower RRFs than the BEIS platform, indicating a greater response of the MEGAN platform to the anthropogenic emission reductions between the BASE and CTRL scenarios. This is consistent with the maps of the H\textsubscript{2}O\textsubscript{2}/H\textsubscript{NO}\textsubscript{3} indicator ratio in Figure 5, which show higher values for the MEGAN platform for the BASE scenario. The differences in RRF are greater than 0.05 for most grid cells for which an RRF could be computed. Because these RRF values are used to estimate future year concentrations by multiplying them with base year observations, and because typical present-day DM8A ozone DVCs in nonattainment areas are at least 80 ppb, such differences in RRF would lead to differences in estimated DVFs of 4 ppb or more. This difference is larger than typical differences in RRFs and DVFs introduced by differences in various other aspects of the overall modeling platform such as the meteorological model, emissions processor, or photochemical model. An overview of results from earlier studies investigating such differences is provided in Table 4 and shows that RRF differences due to these other factors typically were 0.04 or less.
Impact of Biogenic Emission Differences on PM$_{2.5}$ Concentrations

In addition to the differences in gas-phase ozone pollutant concentrations discussed above, the differences in biogenic emissions are also expected to impact simulated PM$_{2.5}$ concentrations through direct and indirect pathways in multi-pollutant chemical transport models such as CMAQ. On the basis of the CMAQ version 4.7 aerosol module description in Napelenok et al., Foley et al., and Carlton et al., the most direct impact of biogenic emissions on simulated PM$_{2.5}$ concentrations is expected to be through the formation of SOAs from isoprene and mono- and sesquiterpenes. However, there is also the possibility of indirect impacts on biogenic and anthropogenic SOA production because the yields from some indirect pathways are sensitive to ambient NO$_x$ concentrations and acid levels, which in turn are impacted by the effects of biogenic isoprene and NO emissions on gas-phase chemistry. Finally, the impacts of different isoprene and NO emissions on gas-phase chemistry may also affect the formation of sulfate and nitrate aerosols because sulfate formation is sensitive to H$_2$O$_2$ and ozone concentrations whereas nitrate formation is sensitive to HNO$_3$ concentrations.

Impact on CMAQ Estimates of PM$_{2.5}$ Constituents—Figure 7 shows a bar chart of the seasonal average concentrations of various biogenic SOA components for BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS as well as the differences between the MEGAN and BEIS simulations for the BASE and CTRL emission scenarios. For these bar charts, the concentrations were averaged over all nonwater grid cells. This figure presents the concentrations from the five pathways for the formation of biogenic SOA in CMAQ version 4.7 as described in Napelenok et al., Foley et al., and Carlton et al.; namely, the two-product formation pathway from isoprene oxidation (ISOP1), the acid-catalyzed formation from isoprene (ISOP2), the formation pathways from the oxidation of monoterpenes (MONO) and sesquiterpenes (SESQ), and the oligomerization of aged particles from all biogenic sources (OLIG). For both platforms, the largest contribution to biogenic SOA comes from aged particles, whereas the second largest contribution differs between the MEGAN platform (formation from the two-product formation pathway from isoprene oxidation) and the BEIS platform (formation from the oxidation of SESQ). It can also be seen that the SOA concentrations are higher for the MEGAN platform than the BEIS platform for all species and scenarios, but that the differences between the MEGAN and BEIS results are lower for the CTRL compared with the BASE scenario. This may reflect reduced ozone and OH concentrations in the CTRL scenario, which would lead to reduced oxidation rates for isoprene, MONO, and SESQ.

Figure 8 shows maps of the seasonal average biogenic SOA concentrations for BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS as well as the differences between the MEGAN and BEIS simulations for the BASE and CTRL emission scenarios. Here, the term “biogenic SOA” refers to the sum of SOA from the five pathways shown in Figure 7. In all scenarios, the highest average concentrations of biogenic SOA occur in the southern and southeastern portions of the modeling domain, areas that are characterized by high biogenic emissions of isoprene, MONO, and SESQ as shown in Figure 1. The biogenic SOA concentrations are up to 2 µg/m$^3$ for the BASE-MEGAN scenario and up to 1.5 µg/m$^3$ for the BASE-BEIS scenario. Consistent with Figure 7, for the BASE and CTRL scenarios, the BEIS platform yields lower biogenic SOA than the MEGAN platform by 0.1–0.7 µg/m$^3$ throughout the domain. This is also consistent with the lower isoprene, monoterpane, and sesquiterpene emissions in BEIS and points to the important role of direct SOA formation from biogenic isoprene and terpene emissions. In addition, it can also be seen that the absolute concentrations and the platform differences are less for the CTRL than the BASE scenario, indicating the presence of nonlinear interactions between biogenic and anthropogenic emissions. As discussed above, this may reflect reduced ozone and OH...
concentrations in the CTRL scenario, which would lead to a reduced rate of isoprene, monoterpene, and sesquiterpene oxidation.

Figure 9 shows the corresponding results for total organic mass (OM), which is calculated as the sum of all 21 primary organic aerosol and SOA species simulated by CMAQ version 4.7. A comparison of corresponding panels in Figures 8 and 9 shows that biogenic SOA accounts for a large portion of total OM in the Southeast, whereas additional sources of OM are present in urban areas, especially the urban corridor from Washington, DC, to Boston, MA. Further analysis (results not shown) revealed that most of these additional contributions to total OM are from primary anthropogenic OM, the levels for which are the same for the BEIS and MEGAN simulations. The platform differences for OM (Figure 9, e and f) are almost identical to those for biogenic SOA (Figure 8, e and f), confirming that biogenic SOA is the major contributor to these differences and that the impact of the platform differences on total OM depends on the level of anthropogenic emissions and their interactions with biogenic emissions.

Relative Response to Anthropogenic Emission Reductions—The results shown in Figures 8 and 9 indicate that CMAQ-simulated biogenic SOA and total OM predictions for both platforms are lower for the CTRL compared with the BASE scenario (i.e., the biogenic PM levels are responsive to anthropogenic emission reductions). Moreover, the differences for these pollutants between the MEGAN and BEIS platforms change between the BASE and CTRL scenario, implying that some of the PM$_{2.5}$ species simulated by the two platforms have different sensitivities to anthropogenic emissions reductions. As in the case for ozone, the current modeling guidance by EPA calls for the calculation of an RRF from a base year and future year modeling simulation to determine a future year regulatory value for annual or 24-hr PM$_{2.5}$ concentrations. The RRF calculation is performed for each of the major components of PM$_{2.5}$, namely, sulfate, nitrate, elemental carbon (EC), OM, and other primary PM$_{2.5}$. This analysis computed RRF on the basis of the average CMAQ-simulated May-to-September concentrations for total OM and sulfate for both platforms. RRFs for the other components were not calculated because they are not dependent on biogenic emissions (e.g., EC and other primary PM$_{2.5}$ are dependent on primary anthropogenic emissions) or constitute a very small portion of total PM$_{2.5}$ mass (e.g., the fraction of the nitrate portion of total PM$_{2.5}$ is very low based on measurements from the Federal Reference Method [FRM] for the study time period). It should be noted that an actual regulatory process analysis for the annual PM$_{2.5}$ National Ambient Air Quality Standards (NAAQS) requires that the RRF be estimated for each quarter, whereas the analysis presented here considers only RRF calculated from the May-to-September CMAQ simulations because this is the time period when differences in biogenic emissions would be expected to have their greatest impact on RRF estimates.

Figure 10 shows the maps of RRF calculations for OM and sulfate for MEGAN and BEIS and maps showing the differences in RRF between the two platforms. For total OM, the MEGAN platform shows lower RRF than the BEIS platform, indicating a greater response of total OM toward anthropogenic emission reductions (Figure 10, a, c, and e). This difference is most pronounced in the central portion of the modeling domain, which is characterized by relatively high biogenic emissions and significant reductions in anthropogenic NO$_x$ emissions between the BASE and CTRL scenario. Because typical summer average OM concentrations estimated from FRM measurements following the EPA guidance document range from 2 to 5 μg/m$^3$ in many areas of the modeling domain, RRF differences on the order of 0.05 as shown in Figure 10 would lead to estimated differences of the summer OM component of future year design values of 0.1–0.25 μg/m$^3$. The RRF maps for sulfate (Figure 10, b and d) show values ranging from 0.65 to 0.8 for most of the modeling domain for both platforms. The absolute RRF differences for sulfate between the
platforms are less than 0.01 for most of the modeling domain (Figure 10f), but there is a
tendency for the MEGAN platform to have a lower RRF (greater response) than the BEIS
platform along the Ohio River Valley and its downwind areas as well as a small portion of
the Northeast urban corridor, whereas there is a reverse tendency for the southeastern
portions of the modeling domain where the BEIS platform tends to show a lower RRF
(greater response) than the MEGAN platform. These differences again illustrate that the
impact of different biogenic emissions is not limited to gas-phase pollutants such as ozone
but can also affect the simulated response of PM$_{2.5}$ to anthropogenic emission reductions.
Assuming that typical summer average sulfate concentrations estimated from FRM
measurements are 4–8 $\mu$g/m$^3$ in many areas of the modeling domain, RRF differences on the
order of 0.02, as shown for some regions in Figure 10, would lead to estimated differences
of the sulfate component of future year design values on the order of 0.1–0.15 $\mu$g/m$^3$.

Conclusions

This study characterized the impact of differences in biogenic emissions estimates from two
current-generation biogenic emission modeling platforms, MEGAN and BEIS, on the
CMAQ responses for ozone and PM$_{2.5}$ levels for a NO$_x$ emission control scenario. For
ozone, results confirmed the finding from previous studies that the impact of biogenic
emission differences depends on the magnitude of anthropogenic NO$_x$ emissions.2,5,7 The
MEGAN-based platform used in this study showed a more NO$_x$-limited regime indicated by
a higher H$_2$O$_2$/HNO$_3$ ratio in the base-case anthropogenic emissions scenario compared
with the BEIS platform and consequently showed a larger absolute and relative ozone
response to a hypothetical anthropogenic NO$_x$ emission reduction scenario. Applying the
current EPA modeling guidance procedure to typical maximum present-day daily maximum
8-hr ozone observed DVCs, the differences in future year design values stemming from
biogenic emission differences were estimated to be on the order of 4 ppb or more, caused by
RRF differences of 0.05 or more. As summarized in Table 4, this difference in RRF is larger
than RRF differences introduced by differences in various other aspects of the overall
modeling platform such as the meteorological model, emissions processor, or photochemical
model.

For key secondary PM$_{2.5}$ species, the results show substantial differences in modeled
concentrations when using different biogenic emission estimates in the base-case and
emission control-case scenarios. Interpreting the effect in the context of the current
regulatory framework for the annual PM$_{2.5}$ NAAQS, differences of the summer OM
component of future year design values of 0.1 to 0.25 $\mu$g/m$^3$ are found, corresponding to
approximately 1–2% of the value of the annual PM$_{2.5}$ NAAQS set at 15 $\mu$g/m$^3$.
Furthermore, results show that the impacts of biogenic emission differences are not
restricted to the organic portion of PM$_{2.5}$ but can also affect secondary inorganic species
such as sulfate, albeit to a smaller extent. This highlights the complex interactions between
gas-phase and aerosol chemistry in a multipollutant modeling framework that need to be
considered when quantifying the impacts of emission uncertainties on regulatory modeling
applications. More generally, the results presented in this study point to the need for further
research aimed at reducing the uncertainties associated with estimating biogenic emissions
and their transformation in the atmosphere.
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Figure 1.
Maps of May-to-September 2002 total biogenic emissions for MEGAN and BEIS: (a) isoprene MEGAN, (b) isoprene BEIS, (c) monoterpenes MEGAN, (d) monoterpenes BEIS, (e) sesquiterpenes MEGAN, (f) sesquiterpenes BEIS, (g) NO MEGAN, and (h) NO BEIS. NO emissions are expressed in Mmols; all others are expressed in Mmols carbon.
Figure 2.
Time series of domain total biogenic emissions for MEGAN and BEIS for May to September 2002 for (a) isoprene, (b) monoterpenes, (c) sesquiterpenes, and (d) NO. NO emissions are expressed in Mmols; all others are expressed in Mmols carbon.
Figure 3.
(a) Boxplots illustrating the diurnal distributions of observed and BASE-MEGAN simulated hourly isoprene concentrations. For each hour of the day, the boxes represent the range between the 25th and 75th percentile of all concentration values for that hour across the May 15 to September 30 analysis period and the 29 hourly isoprene monitors in the modeling domain, whereas lines indicate the median values. (b) Same as in panel a but for observations and BASE-BEIS.
Figure 4.
Maps of seasonal average DM8A ozone concentrations from the four model simulations and their differences: (a) BASE-MEGAN, (b) CTRL-MEGAN, (c) BASE-BEIS, (d) CTRL-BEIS, (e) BASE-MEGAN minus BASE-BEIS, and (f) CTRL-MEGAN minus CTRL-BEIS. All concentrations were averaged for May 15 to September 30, 2002 and are shown in ppb.
Figure 5.
Maps of the $\text{H}_2\text{O}_2$/HNO$_3$ indicator ratio for the four model simulations. (a) BASE-MEGAN, (b) BASE-BEIS, (c) CTRL-MEGAN, and (d) CTRL-BEIS. The indicator ratio was computed from average 12:00 to 5:00 p.m. concentrations for May 15 to September 30, 2002.
Figure 6.
Maps of the dimensionless RRF for DM8A ozone calculated for the MEGAN and BEIS platforms using the BASE and CTRL emission scenarios: (a) RRF for the MEGAN platform, (b) RRF for the BEIS platform, and (c) RRF for the MEGAN platform minus RRF for the BEIS platform. Areas in white represent grid cells for which no RRF could be computed because the minimum selection criteria specified in the guidance document34 were not satisfied.
Figure 7.
Seasonal average concentrations of various biogenic SOA components for BASE-MEGAN, BASE-BEIS, CTRL-MEGAN, and CTRL-BEIS as well as the differences between the MEGAN and BEIS simulations for the BASE and CTRL emission scenarios. For these bar charts, the concentrations were averaged over all nonwater grid cells. This figure presents the concentrations from the five pathways for the formation of biogenic SOA in CMAQ version 4.7 as described in Napelenok et al.,56 Foley et al.,48 and Carlton et al.57; namely, the 2-product formation pathway from ISOP1, the acid-catalyzed formation from ISOP2, the formation pathways from the oxidation of MONO and SESQ, and the oligomerization of aged particles from all OLIG.
Figure 8.
Maps of seasonal average biogenic SOA concentrations from the four model simulations and their differences: (a) BASE-MEGAN, (b) CTRL-MEGAN, (c) BASE-BEIS, (d) CTRL-BEIS, (e) BASE-MEGAN minus BASE-BEIS, and (f) CTRL-MEGAN minus CTRL-BEIS. All concentrations were averaged for May 15 to September 30, 2002 and are shown in units of $\mu g/m^3$. 
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Figure 9.
Maps of seasonal average total organic aerosol concentrations from the four model simulations and their differences: (a) BASE-MEGAN, (b) CTRL-MEGAN, (c) BASE-BEIS, (d) CTRL-BEIS, (e) BASE-MEGAN minus BASE-BEIS, and (f) CTRL-MEGAN minus CTRL-BEIS. All concentrations were averaged for May 15 to September 30, 2002 and are shown in units of μg/m$^3$. 
Figure 10.
Maps of the dimensionless RRF for May-to-September average total organic aerosol mass and sulfate (SO₄) concentrations calculated for the MEGAN and BEIS platforms using the BASE and CTRL emission scenarios: (a) OM RRF for the MEGAN platform, (b) SO₄ RRF for the MEGAN platform, (c) OM RRF for the BEIS platform, (d) SO₄ RRF for the BEIS platform, (e) OM RRF for the MEGAN platform minus OM RRF for the BEIS platform, and (f) SO₄ RRF for the MEGAN platform minus SO₄ RRF for the BEIS platform.
Table 1

Summary of anthropogenic and total emissions.

|               | NO$_x$ BASE (Mmols) | NO$_x$ CTRL (Mmols) | Percent Change | VOC BASE (Mmols carbon) | VOC CTRL (Mmols carbon) | Percent Change | CO BASE (Mmols carbon) | CO CTRL (Mmols carbon) | Percent Change |
|---------------|---------------------|---------------------|----------------|------------------------|------------------------|----------------|------------------------|------------------------|----------------|               |
| Anthropogenic | 98,285              | 38,485              | -61            | 224,002                | 186,238                | -17           | 686,845                | 563,740                | -18            |
| Biogenic MEGAN| 2.524               | 2.524               | NA             | 1,162,052              | 1,162,052              | NA            | 66,705                 | 66,705                 | NA             |
| Biogenic BEIS | 6,136               | 6,136               | NA             | 624,709                | 624,709                | NA            | 53,606                 | 53,606                 | NA             |
| Total MEGAN   | 100,809             | 41,008              | -59            | 1,386,054              | 1,348,290              | -3            | 752,920                | 629,815                | -16            |
| Total BEIS    | 104,421             | 44,620              | -57            | 848,711                | 810,947                | -4            | 740,451                | 617,346                | -17            |

Notes: CO = carbon monoxide, NA = not applicable.
Table 2
List of model simulations analyzed in this study.

<table>
<thead>
<tr>
<th>Simulation Name</th>
<th>Anthropogenic Emissions</th>
<th>Biogenic Emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE-MEGAN</td>
<td>~2005</td>
<td>MEGAN version 2.04</td>
</tr>
<tr>
<td>BASE-BEIS</td>
<td>~2005</td>
<td>BEIS version 3.14</td>
</tr>
<tr>
<td>CTRL-MEGAN</td>
<td>Projected 2012 emissions with an additional across-the-board reduction of 40% in anthropogenic NOx emissions</td>
<td>MEGAN version 2.04</td>
</tr>
<tr>
<td>CTRL-BEIS</td>
<td>Projected 2012 emissions with an additional across-the-board reduction of 40% in anthropogenic NOx emissions</td>
<td>BEIS version 3.14</td>
</tr>
</tbody>
</table>
Table 3


<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Observed (ppb)</th>
<th>Mean Models (ppb)</th>
<th>Mean Bias (ppb)</th>
<th>Normalized Mean Bias(%)</th>
<th>Mean Error(ppb)</th>
<th>Normalized Mean Error(%)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE-BEIS</td>
<td>55.4</td>
<td>53.9</td>
<td>-1.5</td>
<td>-2.7</td>
<td>9.1</td>
<td>16.5</td>
<td>0.79</td>
</tr>
<tr>
<td>BASE-MEGAN</td>
<td>55.4</td>
<td>57.3</td>
<td>+1.9</td>
<td>+3.65</td>
<td>9.6</td>
<td>17.4</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Table 4
Summary of results from previous studies investigating the impacts of changes in various components of the overall modeling system on estimates of RRFs for DM8H ozone.

<table>
<thead>
<tr>
<th>Study</th>
<th>Factors Considered</th>
<th>Typical Effect on RRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sistla et al.48</td>
<td>Photochemical model Emissions processor</td>
<td>≤0.04</td>
</tr>
<tr>
<td>Jones et al.47</td>
<td>Meteorological model Chemical mechanism</td>
<td>≤0.04</td>
</tr>
<tr>
<td>Hogrefe et al.44</td>
<td>Photochemical model Vertical mixing scheme</td>
<td>≤0.03</td>
</tr>
<tr>
<td>Koo et al.53</td>
<td>Updated natural emissions</td>
<td>≤0.04 (Estimated from Figure 7d, which reports percentage changes in average modeled seasonal fourth-highest DM8H ozone)</td>
</tr>
<tr>
<td>Kim et al.59</td>
<td>Physics parameterizations in MM5 Grid resolution</td>
<td>≤0.03</td>
</tr>
<tr>
<td>Study presented here</td>
<td>Biogenic emissions</td>
<td>0.06 (see Figure 6)</td>
</tr>
</tbody>
</table>