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1 Introduction

Multidisciplinary has become the watchword of modern biology. Surely,

the argument goes, a biologist interested in the biochemical pathways

by which genetic variants cause disease would also want to understand

the population processes that determine the distribution of genetic vari-

ants. And how can one expect to understand the interacting parts of

complex immune responses without knowing something of the histori-

cal and adaptive processes that built the immune system?

Working in the other direction, evolutionary biologists have often

treated amino acid substitutions within a parasite lineage as simply

statistical marks to be counted and analyzed by the latest mathemat-

ical techniques. More interesting work certainly follows when hypothe-

ses about evolutionary change consider the different selective pressures

caused by antibody memory, variation among hosts in MHC genotype,

and the epidemiological contrasts between rapidly and slowly spreading

infectious diseases.

Synthesis between the details of molecular biology and the lives of

organisms in populations will proceed slowly. It is now hard enough

to keep up in one’s own field, and more difficult to follow the foreign

concepts and language of other subjects. The typical approach to syn-

thesis uses an academic discipline to focus a biological subject. I use the

biological problem of parasite variation to tie together many different

approaches and levels of analysis.

Why should parasite variation be the touchstone for the integration

of disciplines in modern biology? On the practical side, infectious dis-

ease remains a major cause of morbidity and mortality. Consequently,

great research effort has been devoted to parasites and to host immune

responses that fight parasites. This has led to rapid progress in under-

standing the biology of parasites, including the molecular details about

how parasites invade hosts and escape host immune defenses. Vaccines

have followed, sometimes with spectacular success.

But many parasites escape host defense by varying their antigenic

molecules recognized by host immunity. Put another way, rapid evo-

lution of antigenic molecules all too often prevents control of parasite
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populations. The challenge has been to link molecular understanding

of parasite molecules to their evolutionary change and to the antigenic

variation in populations of parasites.

On the academic side, the growth of information about antigenic vari-

ation provides a special opportunity. For example, one can find in the

literature details about how single amino acid changes in parasite mol-

ecules allow escape from antibody binding, and how that escape pro-

motes the spread of variant parasites. Evolutionary studies no longer

depend on abstractions—one can pinpoint the physical basis for success

or failure and the consequences for change in populations.

Molecular understanding of host-parasite recognition leads to a com-

parative question about the forces that shape variability. Why do some

viruses escape host immunity by varying so rapidly over a few years,

whereas other viruses hardly change their antigens? The answer leads

to the processes that shape genetic variability and evolutionary change.

The causes of variability and change provide the basis for understanding

why simple vaccines work well against some viruses, whereas complex

vaccine strategies achieve only limited success against other viruses.

I did not start out by seeking a topic for multidisciplinary synthesis.

Rather, I have long been interested in how the molecular basis of rec-

ognition between attackers and defenders sets the temporal and spatial

scale of the battle. Attack and defense occur between insects and the

plants they eat, between fungi and the crop plants they destroy, between

viruses and the bacteria they kill, between different chromosomes com-

peting for transmission through gametes, and between vertebrate hosts

and their parasites. The battle often comes down to the rates at which

attacker and defender molecules bind or evade each other. The bio-

chemical details of binding and recognition set the rules of engagement

that shape the pacing, scale, and pattern of diversity and the nature of

evolutionary change.

Of the many cases of attack and defense across all of biology, the

major parasites of humans and their domestic animals provide the most

information ranging from the molecular to the population levels. New

advances in the conceptual understanding of attack and defense will

likely rise from the facts and the puzzles of this subject. I begin by

putting the diverse, multidisciplinary facts into a coherent whole. From

that foundation, I describe new puzzles and define the key problems for

the future study of parasite variation and escape from host recognition.
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I start at the most basic level, the nature of binding and recognition

between host and parasite molecules. I summarize the many different

ways in which parasites generate new variants in order to escape molec-

ular recognition.

Next, I build up the individual molecular interactions into the dynam-

ics of a single infection within a host. The parasites spread in the host,

triggering immune attack against dominant antigens. The battle within

the host develops through changes in population numbers—the num-

bers of parasites with particular antigens and the numbers of immune

cells that specifically bind to particular antigens.

I then discuss how the successes and failures of different parasite

antigens within each host determine the rise and fall of parasite vari-

ants over space and time. The distribution of parasite variants sets the

immune memory profiles of different hosts, which in turn shape the

landscape in which parasite variants succeed or fail. These coevolution-

ary processes determine the natural selection of antigenic variants and

the course of evolution in the parasite population.

Finally, I consider different ways to study the evolution of antigenic

variation. Experimental evolution of parasites under controlled condi-

tions provides one way to study the relations between molecular rec-

ognition, the dynamics of infections within hosts, and the evolution-

ary changes in parasite antigens. Sampling of parasites from evolving

populations provides another way to test ideas about what shapes the

distribution of parasite variants.

My primary goal is to synthesize across different levels of analysis.

How do the molecular details of recognition and specificity shape the

changing patterns of variants in populations? How does the epidemio-

logical spread of parasites between hosts shape the kinds and amounts

of molecular variation in parasite antigens?

I compare different types of parasites because comparative biology

provides insight into evolutionary process. For example, parasites that

spread rapidly and widely in host populations create a higher density of

immune memory in their hosts than do parasites that spread slowly and

sporadically. Host species that quickly replace their populations with

offspring decay their population-wide memory of antigens faster than do

host species that reproduce more slowly. How do these epidemiological

and demographic processes influence molecular variation of parasite

antigens?
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I end each chapter with a set of problems for future research. These

problems emphasize the great opportunities of modern biology. At the

molecular level, new technologies provide structural data on the three-

dimensional shape of host antibody molecules bound to parasite anti-

gens. At the population level, genomic sequencing methods provide

detailed data on the variations in parasite antigens. One can now map

the nucleotide variations of antigens and their associated amino acid

substitutions with regard to the three-dimensional location of antibody

binding. Thus, the spread of nucleotide variations in populations can

be directly associated with the changes in molecular binding that allow

escape from antibody recognition.

No other subject provides such opportunity for integrating the re-

cent progress in structural and molecular analysis with the conceptual

and methodological advances in population dynamics and evolutionary

biology. My problems for future research at the end of each chapter

emphasize the new kinds of questions that one can ask by integrating

different levels of biological analysis.

Part I of the book gives general background. Chapter 2 summarizes

the main features of vertebrate immunity. I present enough about the

key cells and molecules so that one can understand how immune recog-

nition shapes the diversity of parasites.

Chapter 3 describes various benefits that antigenic variation provides

to parasites. These benefits explain why parasites vary in certain ways.

For example, antigenic variation can help to escape host immunity dur-

ing a single infection, extending the time a parasite can live within a

particular host. Or antigenic variation may avoid the immunological

memory of hosts, allowing the variant to spread in a population that

previously encountered a different variant of that parasite. Different

benefits favor different patterns of antigenic variation.

Part II introduces molecular processes. Chapter 4 describes the at-

tributes of host and parasite molecules that contribute to immune rec-

ognition. The nature of recognition depends on specificity, the degree

to which the immune system distinguishes between different antigens.

Sometimes two different antigens bind to the same immune receptors,

perhaps with different binding strength. This cross-reactivity protects
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hosts against certain antigenic variants, and sets the molecular dis-

tance by which antigenic types must vary to escape recognition. Cross-

reactivity may also interfere with immune recognition when immune

receptors bind a variant sufficiently to prevent a new response but not

strongly enough to clear the variant.

Chapter 5 summarizes the different ways in which parasites gener-

ate antigenic variants. Many parasites generate variants by the stan-

dard process of rare mutations during replication. Baseline mutation

rates vary greatly, from about 10−5 per nucleotide per generation for

the small genomes of some RNA viruses to about 10−11 for larger ge-

nomes. Although mutations occur rarely at any particular site during

replication, large populations generate significant numbers of mutations

in each generation. Some parasites focus hypermutation directly on

antigenic loci. Other parasites store within each genome many genetic

variants for an antigenic molecule. These parasites express only one

genetic variant at a time and use specialized molecular mechanisms to

switch gene expression between the variants.

Part III focuses on the dynamics of a single infection within a par-

ticular host. Chapter 6 emphasizes the host side, describing how the

immune response develops strongly against only a few of the many dif-

ferent antigens that occur in each parasite. This immunodominance

arises from interactions between the populations of immune cells with

different recognition specificities and the population of parasites within

the host. Immunodominance determines which parasite antigens face

strong pressure from natural selection and therefore which antigens are

likely to vary over space and time. To understand immunodominance, I

step through the dynamic processes that regulate an immune response

and determine which recognition specificities become amplified.

Chapter 7 considers the ways in which parasites escape recognition

during an infection and the consequences for antigenic diversity within

hosts. The chapter begins with the role of escape by mutation in persis-

tent infections by HIV and hepatitis C virus. I then discuss how other

parasites extend infection by switching gene expression between vari-

ants stored within each genome. This switching leads to interesting

population dynamics within the host. The different variants rise and

fall in abundance according to the rate of switching between variants,

the time lag in the expansion of parasite lineages expressing a particular

variant, and the time lag in the host immune response to each variant.
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Part IV examines variability in hosts and parasites across entire pop-

ulations. Chapter 8 considers genetic differences among hosts in im-

mune response. Hosts differ widely in their major histocompatibility

complex (MHC) alleles, which cause different hosts to recognize and fo-

cus their immune responses on different parasite antigens. This host

variability can strongly affect the relative success of antigenic variants

as they attempt to spread from host to host. Hosts also differ in mi-

nor ways in other genetic components of specific recognition. Finally,

host polymorphisms occur in the regulation of the immune response.

These quantitative differences in the timing and intensity of immune

reactions provide an interesting model system for studying the genetics

of regulatory control.

Chapter 9 describes differences among hosts in their molecular mem-

ory of antigens. Each host typically retains the ability to respond quickly

to antigens that it encountered in prior infections. This memory pro-

tects the host against reinfection by the same antigens, but not against

antigenic variants that escape recognition. Each host has a particular

memory profile based on past infections. The distribution of memory

profiles in the host population determines the ability of particular anti-

genic variants to spread between hosts. Hosts retain different kinds of

immunological memory (antibody versus T cell), which affect different

kinds of parasites in distinct ways.

Chapter 10 reviews the genetic structure of parasite populations. The

genetic structure of nonantigenic loci provides information about the

spatial distribution of genetic variability, the mixing of parasite lineages

by transmission between hosts, and the mixing of genomes by sexual

processes. The genetic structure of antigenic loci can additionally be

affected by the distribution of host immunological memory, because

parasites must avoid the antigen sets stored in immunological memory.

Host selection on antigenic sets could potentially structure the parasite

population into distinct antigenic strains. Finally, each host forms a

separate island that divides the parasite population from other islands

(hosts). This island structuring of parasite populations can limit the

exchange of parasite genes by sexual processes, causing a highly inbred

structure. Island structuring also means that each host receives a small

and stochastically variable sample of the parasite population. Stochastic

fluctuations may play an important role in the spatial distribution of

antigenic variation.
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Part V considers different methods to study the evolutionary pro-

cesses that shape antigenic variation. Chapter 11 contrasts two differ-

ent ways to classify parasite variants sampled from populations. Im-

munological assays compare the binding of parasite isolates to differ-

ent immune molecules. The reactions of each isolate with each immune

specificity form a matrix from which one can classify antigenic variants

according to the degree to which they share recognition by immunity.

Alternatively, one can classify isolates phylogenetically, that is, by time

since divergence from a common ancestor. Concordant immunological

and phylogenetic classifications frequently arise because immunological

distance often increases with time since a common ancestor, reflecting

the natural tendency for similarity by common descent. Discordant pat-

terns of immunological and phylogenetic classifications indicate some

evolutionary pressure on antigens that distorts immunological similar-

ity. I show how various concordant and discordant relations point to

particular hypotheses about the natural selection of antigenic proper-

ties in influenza and HIV.

Chapter 12 introduces experimental evolution, a controlled method to

test hypotheses about the natural selection of antigenic diversity. This

chapter focuses on foot-and-mouth disease virus. This well-studied vi-

rus illustrates how one can measure multiple selective forces on partic-

ular amino acids. Selective forces on amino acids in viral surface mole-

cules include altered binding to host-cell receptors and changed binding

to host antibodies. The selective forces imposed by antibodies and by at-

tachment to host-cell receptors can be varied in experimental evolution

studies to test their effects on amino acid change in the parasite. The

amino acid substitutions can also be mapped onto three-dimensional

structural models of the virus to analyze how particular changes alter

binding properties.

Chapter 13 continues with experimental evolution of influenza A vi-

ruses. Experimental evolution has shown how altering the host species

favors specific amino acid changes in the influenza surface protein that

binds to host cells. Experimental manipulation of host-cell receptors

and antibody pressure can be combined with structural data to under-

stand selection on the viral surface amino acids. These mechanistic

analyses of selection can be combined with observations on evolution-

ary change in natural populations to gain a better understanding of how

selection shapes the observed patterns of antigenic variation.
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Chapter 14 discusses experimental evolution of antigenic escape from

host T cells. The host T cells can potentially bind to any short peptide

of an intracellular parasite, whereas antibodies typically bind only to

the surface molecules of parasites. T cell binding to parasite peptides

depends on a sequence of steps by which hosts cut up parasite proteins

and present the resulting peptides on the surfaces of host cells. Para-

site escape from T cell recognition can occur at any of the processing

steps, including the digestion of proteins, the transport of peptides, the

binding of peptides by the highly specific host MHC molecules, and the

binding of peptide-MHC complexes to receptors on the T cells. One or

two amino acid substitutions in a parasite protein can often abrogate

binding to MHC molecules or to the T cell receptors. Experimental evo-

lution has helped us to understand escape from T cells because many

of the steps can be controlled, such as the MHC alleles carried by the

host and the specificities of the T cell receptors. Parasite proteins may

be shaped by opposing pressures on physiological performance and es-

cape from recognition.

Chapter 15 turns to samples of nucleotide sequences from natural

populations. A phylogenetic classification of sequences provides a his-

torical reconstruction of evolutionary relatedness and descent. Against

the backdrop of ancestry, one can measure how natural selection has

changed particular attributes of parasite antigens. For example, one can

study whether selection caused particular amino acids to change rapidly

or slowly. The rates of change for particular amino acids can be com-

pared with the three-dimensional structural location of the amino acid

site, the effects on immunological recognition, and the consequences

for binding to host cells. The changes in natural populations can also

be compared with patterns of change in experimental evolution, in which

one controls particular selective forces. Past evolutionary change in pop-

ulation samples may be used to predict which amino acid variants in

antigens are likely to spread in the future.

The last chapter recaps some interesting problems for future research

that highlight the potential to study parasites across multiple levels of

analysis.



PART I

BACKGROUND





2 Vertebrate
Immunity

“The CTLs destroy host cells when their TCRs bind matching MHC-pep-

tide complexes.” This sort of jargon-filled sentence dominates discus-

sions of the immune response to parasites. I had initially intended this

book to avoid such jargon, so that any reasonably trained biologist could

read any chapter without getting caught up in technical terms. I failed—

the quoted sentence comes from a later section in this chapter.

The vertebrate immune system has many specialized cells and mole-

cules that interact in particular ways. One has to talk about those cells

and molecules, which means that they must be named. I could have

tried a simpler or more logically organized naming system, but then I

would have created a private language that does not match the rest of

the literature. Thus, I use the standard technical terms.

In this chapter, I introduce the major features of immunity shared by

vertebrates. I present enough about the key cells and molecules so that

one can understand how immune recognition shapes the diversity of

parasites. I have not attempted a complete introduction to immunology,

because many excellent ones already exist. I recommend starting with

Sompayrac’s (1999) How the Immune System Works, which is a short,

wonderfully written primer. One should keep a good textbook by one’s

side—I particularly like Janeway et al. (1999). Mims’s texts also pro-

vide good background because they describe immunology in relation to

parasite biology (Mims et al. 1998, 2001).

The first section of this chapter describes nonspecific components of

immunity. Nonspecific recognition depends on generic signals of par-

asites such as common polysaccharides in bacterial cell walls. These

signals trigger various killing mechanisms, including the complement

system, which punches holes in the membranes of invading cells, and

the phagocytes, which engulf invaders.

The second section introduces specific immunity, the recognition of

small regions on particular parasite molecules. Specific recognition oc-

curs when molecules of the host immune system bind to a molecular

shape on the parasite that is not shared by other parasites. Sometimes

all parasites of the same species share the specificity, and recognition
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differentiates between different kinds of parasites. Other times, differ-

ent parasite genotypes vary in molecular shape, so that the host mole-

cules that bind specifically to one parasite molecule do not bind another

parasite molecule that differs by as little as one amino acid. A parasite

molecule that stimulates specific recognition is called an antigen. The

small region of the parasite molecule recognized by the host is called

an epitope. Antigenic variation occurs when a specific immune response

against one antigenic molecule fails to recognize a variant antigenic mol-

ecule.

The third section presents the B cells, which secrete antibodies. An-

tibodies are globular proteins that fight infection by binding to small

regions (epitopes) on the surface molecules of parasites. Different an-

tibodies bind to different epitopes. An individual can make billions of

different antibodies, each with different binding specificity. Diverse an-

tibodies provide recognition and defense against different kinds of par-

asites, and against particular parasites that vary genetically in the struc-

ture of their surface molecules. Antibodies bind to surface molecules

and help to clear parasites outside of host cells.

The fourth section focuses on specific recognition by the T cells. Host

cells continually break up intracellular proteins into small peptides. The

hosts’ major histocompatibility complex (MHC) molecules bind short

peptides in the cell. The cell then transports the bound peptide-MHC

pair to the cell surface for presentation to roving T cells. Each T cell

has receptors that can bind only to particular peptide-MHC combina-

tions presented on the surface of cells. Different T cell clones produce

different receptors. When a T cell binds to a peptide-MHC complex on

the cell surface and also receives stimulatory signals suggesting para-

site invasion, the T cell can trigger the death of the infected cell. T cells

bind to parasite peptides digested in infected cells and presented on the

infected cell’s surface, helping to clear intracellular infections.

The final section summarizes the roles of antibodies and T cells in

specific immunity.

2.1 Nonspecific Immunity

Nonspecific immunity recognizes parasites by generic signs that in-

dicate the parasite is an invader rather than a part of the host. The

nonspecific complement system consists of different proteins that work
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together to punch holes in the surfaces of cells. Host cells have several

surface molecules that shut off complement attack, causing complement

to be directed only against invading cells. Common structural carbo-

hydrates found on the surfaces of many parasites trigger complement

attack, whereas the host cells’ carbohydrate molecules do not trigger

complement.

Phagocytic cells such as macrophages and neutrophils engulf invad-

ing parasite cells. Various signals indicate to the phagocytes that nearby

cells are invaders. For example, certain lipopolysaccharides commonly

occur in the outer walls of gram-negative bacteria such as E. coli. Man-

nose, which occurs in the cell walls of many invaders, also stimulates

phagocytes. In addition, phagocytes respond to signs of tissue damage

and inflammation.

Nonspecific defense by itself may not entirely clear an infection, and

in some cases parasites can avoid nonspecific defense. For example,

the protective capsules of staphylococci and the surface polysaccharide

side chains of salmonellae protect those bacteria from attachment by

nonspecific killing molecules (Mims et al. 1993, p. 12.2).

2.2 Specific Immunity: Antigens and Epitopes

Nonspecific immunity recognizes common, repetitive structural fea-

tures that distinguish parasites from the host’s cells. By contrast, spe-

cific immunity recognizes small regions of particular parasite molecules.

Specific recognition may depend on just five or ten amino acids of a para-

site protein. Such specificity means that different parasite species often

differ at recognition sites. Indeed, different parasite genotypes may vary

such that a host can recognize particular sites on one genotype but not

on another.

This book is about parasite variation in regard to specific immunity, so

it is important to get the jargon right. Specific host immunity recognizes

and binds to an epitope, which is a small molecular site within a larger

parasite molecule. An antigen is a parasite molecule that stimulates

a specific immune response because it contains one or more epitopes.

For example, if one injects a large foreign protein into a host, the host

recognizes thousands of different epitopes on the surface of the protein

antigen.
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Antigenic variation occurs when a specific immune response against

one antigenic molecule fails to recognize a variant antigenic molecule.

The antigenic variants differ at one or more epitopes, the sites recog-

nized by specific immunity.

2.3 B Cells and Antibodies

B cells mature in the bone marrow (bursa in birds). They then develop

into lymphocytes, immune cells that circulate in the blood and lymph

systems. B cells express globular proteins (immunoglobulins) on their

cell surfaces. These immunoglobulins form the B cell receptors (BCRs).

B cells also secrete those same immunoglobulins, which circulate as an-

tibodies. In other words, antibodies are simply secreted BCRs. I will

often use the word antibody for B cell immunoglobulin, but it is impor-

tant to remember that the same immunoglobulins can be either BCRs or

antibodies. Immunoglobulin is usually abbreviated as Ig.

The B cells generate alternative antibody specificities by specially con-

trolled recombination and mutation processes (fig. 2.1). The host main-

tains a huge diversity of antibody specificities, each specificity in low

abundance. Novel parasite epitopes often bind to at least one rare an-

tibody specificity. Binding stimulates the B cells to divide, forming an

expanded clonal lineage that increases production of the matching an-

tibody.

Each antibody molecule has two kinds of amino acid chains, the heavy

chains and the light chains (fig. 2.1). A heavy chain has three regions that

affect recognition, variable (V), diversity (D), and joining (J). A light chain

has only the V and J regions. In humans, there are approximately one

hundred different V genes, twelve D genes, and four J genes (Janeway

1993).

Each progenitor of a B cell clone undergoes a special type of DNA

recombination that brings together a V-D-J combination to form a heavy

chain coding region. There are 100×12×4 = 4,800 V-D-J combinations.

A separate recombination event creates a V-J combination for the light

chain, of which there are 100×4 = 400 combinations. The independent

formation of heavy and light chains creates the potential for 4,800 ×
400 = 1,920,000 different antibodies. In addition, randomly chosen

DNA bases are added between the segments that are brought together

by recombination, greatly increasing the total number of antibody types.
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Figure 2.1 The coding and assembly of antibody molecules. Randomly chosen
alternatives of the variable (V), diversity (D), and joining (J) regions from differ-
ent DNA modules combine to form an RNA transcript, which is then translated
into a protein chain. Two heavy and two light chains are assembled into an
antibody molecule. The constant region is sometimes referred to as the Fc
fragment, and the variable region as the Fab fragment. Redrawn from Janeway
(1993), with permission from Roberto Osti.

Recombination creates a large number of different antibodies. Ini-

tially, each of these antibodies is rare. Upon infection a few of these

rare types may match a parasite epitope, stimulating amplification of

the B cell clones. The matching B cells increase their mutation rate, cre-

ating many slightly different antibodies that vary in their affinity to the
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Antigen
Antigen binds to a 
specific antibody 
on a B cell.  That 
cell proliferates.

Recombinational
diversity

Mutational
diversity

Mutations cause 
small variations in 
antibody shape. 
Tighter binding 
causes faster 
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cellular clone.

Figure 2.2 Clonal selection of B cells to produce antibodies that match an epi-
tope of an invading antigen. Recombinational mechanisms produce a wide va-
riety of different antibody molecules (fig. 2.1). All B cells of a particular clone
are derived from a single ancestral cell that underwent recombination. Mem-
bers of a clone express only a single antibody type. Cells are stimulated to
divide rapidly when an epitope matches the antibody receptor. This creates a
large population of B cells that can bind the epitope. These cells undergo in-
creased mutation in their antibody gene during cell division, producing a set
of antibodies that vary slightly in their binding properties. Stronger binding
causes more rapid cellular reproduction. This affinity maturation enhances the
antibody-epitope fit. Modified from Golub and Green (1991).

invader (fig. 2.2). Those mutant cells that bind more tightly are stimu-

lated to divide more rapidly. This evolutionary fine-tuning of the B cell

population is called affinity maturation.

Naive B cells produce IgM immunoglobulins before stimulation and

affinity maturation. After affinity maturation, B cells produce various

types of immunoglobulins by changing the constant region (fig. 2.1).

The most common are IgG in the circulatory system and IgA on mucosal

surfaces.

On first encounter with a novel parasite, the rare, matching antibodies

cannot control infection. While the host increases production of match-

ing antibodies, the infection spreads. Eventually the host may produce

sufficient antibody to clear parasites that carry the matching epitope. If
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the parasites, in turn, vary the matched epitope, the host must expand

new antibody types to clear the variant parasites.

Once the host expands an antibody specificity against a matching epi-

tope, it maintains a memory of that epitope. Upon later exposure to the

same epitope, the host can quickly produce large numbers of matching

antibodies. This memory allows the host to clear subsequent reinfection

without noticeable symptoms.

Antibodies typically bind to surface epitopes of parasites. Thus, an-

tibodies aid clearance of parasites circulating in the blood or otherwise

exposed to direct attack. Once an intracellular parasite enters a host

cell, the host must use other defenses such as T cells.

2.4 T Cells and MHC

Host cells continually break up intracellular proteins into small pep-

tides. The host’s major histocompatibility complex (MHC) molecules

bind these short peptides within the cell. The cell then transports the

bound peptide-MHC pair to the cell surface for presentation to roving T

cells. T cells are lymphocytes that mature in the thymus.

T cell receptors (TCRs) vary in binding specificity. Each T cell recep-

tor can bind only to particular peptide-MHC combinations presented on

the surface of cells. Different T cell clones produce different TCRs. The

TCR variability is generated by a process similar to the recombinational

mechanisms that produce antibody diversity in B cells. However, T cells

do not go through affinity maturation, so once the recombination pro-

cess sets the TCR for a T cell lineage, the TCR does not change much for

that lineage.

A parasite peptide is called an epitope when it binds to MHC and a

TCR. In this case, an antigen is the protein from the which the epitope

is digested.

There are two different kinds of MHC molecules and two main classes

of T cells. Most cells of the body express the MHC class I molecules,

presenting class I peptide-MHC complexes on their surface. The class

I molecules bind a subset of T cells that have the cellular determinant

protein CD8 on their surface, the CD8+ T cells. When the CD8+ T cells

are stimulated by various signals of attack, they become armed with

killing function and are known as cytotoxic T lymphocytes (CTLs). The

CTLs destroy host cells when their TCRs bind matching peptide-MHC
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complexes. The CTLs play a central role in clearing intracellular infec-

tions.

Specialized antigen-presenting cells (APCs) take up external proteins

including parasite proteins, digest those proteins into short peptides,

and present the peptides bound to MHC class II molecules. T cells with

the cellular determinant protein CD4 on their surface, the CD4+ T cells,

can bind to class II peptide-MHC complexes presented on the surfaces

of APCs if they have matching TCRs. The CD4+ cells are often called

helper T cells because they frequently provide a helping signal needed

to stimulate an antibody or CTL response.

Upon first exposure to a parasite, some of the parasite epitopes pre-

sented by MHC will match rare TCR specificities. TCR binding along

with other stimulatory signals trigger rapid division of T cell clones with

matching TCR specificities. The first infection by a parasite may spread

widely in the host before matching T cells can be amplified. After am-

plification, eventual clearance of parasites with matching epitopes may

end the infection or may favor the rise of variant epitopes, which must

also be recognized and cleared. Once the host expands a TCR speci-

ficity against a matching epitope, it often maintains a memory of that

epitope. Upon later exposure to the same epitope, the host produces

large numbers of matching T cells more quickly than on first exposure.

T cells can recognize only those epitopes that bind to MHC for pre-

sentation. MHC class I binding specificity depends on short peptides

of about 8–10 amino acids; class II binds to a sequence of about 13–17

amino acids (Janeway et al. 1999). The highly polymorphic MHC alleles

vary between host individuals, causing each individual to have a partic-

ular spectrum of presentation efficiencies for different peptides. Thus,

the strength of a host’s response to a particular epitope depends on its

MHC genotype.

2.5 Summary

I have greatly simplified the immune response. For example, differ-

ent kinds of “helper” T cells regulate B cell stimulation, antibody affinity

maturation, deployment and maintenance of CTLs, and other immune

responses. Among antibodies, specialized types stimulate different in-

flammatory responses or killing mechanisms.
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In spite of this complexity, antibodies do play a key role in clearing

parasites located outside of cells, and MHC presentation to specific T

cell receptors plays a key role in defense against parasites located within

cells. B and T cell recognition is highly specific to particular epitopes,

which are often small sets of amino acids. Parasites can escape that

specific recognition by varying only one or two amino acids in an epitope.

This recognition and escape provides the basis for antigenic variation.



3 Benefits of
Antigenic Variation

In this chapter, I describe the benefits that antigenic variation provides

to parasites. These benefits help to explain why parasites vary in certain

ways.

The first section examines how antigenic variants can extend the time

a parasite maintains an infection within a host. The initial parasite type

stimulates an immune response against its dominant antigens. If the

parasite changes those antigens to new variants, it escapes immunity

and continues a vigorous infection until the host generates a new re-

sponse against the variants. Some parasites generate novel antigens by

random mutations during replication. Other parasites store in their ge-

nomes alternative genes encoding variants of dominant antigens. Such

parasites occasionally switch expression between the archived variants,

allowing escape from specific immunity.

The second section presents how antigenic variants can reinfect hosts

with immune memory. Host immune memory recognizes and mounts

a rapid response against previously encountered antigens. Antigenic

variants that differ from a host’s previous infections escape that host’s

memory response. The distribution of immune memory profiles be-

tween hosts determines the success of each parasite variant.

The third section suggests that particular antigenic variants can at-

tack some host genotypes but not others. For example, hosts vary in

their MHC genotype, which determines the T cell epitopes each host

can recognize. An epitope often can be recognized by one rare MHC

allele but not by others. Each antigenic variant has its own distribution

of host genotypes on which it does best at avoiding MHC recognition.

Hosts also vary in the cellular receptors used for attachment by para-

site surface antigens. Variation in surface antigens may allow parasites

to attach with variable success to cellular receptors of different host

genotypes.

The fourth section proposes that variable surface antigens sometimes

enhance parasite fitness by allowing colonization of different host tis-

sues. For example, certain antigenic variants of the blood-borne spiro-

chete Borrelia turicatae sequester in the brain, protected from immune
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pressure. Antigenic variants of Plasmodium falciparum affect cytoad-

herence to capillary endothelia, which influences the tendency of the

parasite to be hidden from sites of powerful immune activity. Sequester-

ed variants may prolong infection or provide a source for reestablishing

infection after the majority of parasites have been cleared from other

body compartments. Many antigenic variants of B. turicatae and P. falci-

parum arise during a single infection because both species change sur-

face antigens by switching gene expression between loci in a genomic

archive of variants. Those surface variants stimulate strong antibody

responses, suggesting that both immune escape and variable tissue tro-

pism can provide important benefits for antigenic variation.

The fifth section describes how some antigenic variants interfere with

the immune response to other variants. For example, a host may first

encounter a particular antigenic type and then later become infected by

a cross-reacting variant. The second infection sometimes stimulates a

host memory response to the first variant rather than a new, specific

response to the second variant. The memory response to the first vari-

ant may not clear the second variant effectively. Thus, hosts’ memory

profiles can benefit certain cross-reacting variants. In other cases, one

variant may interfere with a host’s ability to respond to another variant.

This antagonism may cause the interacting variants to occur together

because one or both variants enjoy the protection created by the pres-

ence of the other variant.

The final section outlines promising topics of study for future re-

search.

3.1 Extend Length of Infection

Many parasites follow a simple pattern of infection and clearance. The

measles virus, for example, multiplies and develops a large population

in the host upon first infection (Griffin 2001). As the initial parasitemia

builds, the host develops a specific immune response that eventually

clears the infection. That same host rapidly clears later measles rein-

fections by specific immunity against the measles virus. Immunity that

protects against reinfection develops from special memory components

of the immune system. The immune system attacks conserved epitopes

of the measles virus that do not vary significantly between viruses. Thus,

measles does not escape immunity by changing its dominant antigens.
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Other parasites begin their infection cycle in the same way—a large

initial parasitemia followed by reduction when the host mounts a spe-

cific immune response against a dominant epitope. But some parasites

can alter their dominant epitope. Antigenic variants escape recognition

by the first wave of specific host defense against the initial antigenic

type, extending the length of infection.

Trypanosoma brucei changes its dominant antigenic surface glyco-

protein at a rate of 10−3 to 10−2 per cell division (Turner 1997). The

trypanosome changes to another surface coat by altering expression be-

tween different genes already present in the genome. Infections lead to

successive waves of parasitemia and clearance as novel antigenic types

spread and are then checked by specific immunity.

Some viruses, such as HIV, escape immune attack by mutating their

dominant epitopes (McMichael and Phillips 1997). Mutational changes

to new, successful epitopes may be rare in each replication of the virus.

But the very large population size of viruses within a host means that

mutations, rare in each replication, often occur at least once in the host

in each parasite generation.

For parasites that produce antigenic variants within hosts, the infec-

tion continues until the host controls all variants, raises an immune

response against a nonvarying epitope, or clears the parasite by non-

specific defenses.

Antigenic variation can extend the total time before clearance (Moxon

et al. 1994; Deitsch et al. 1997; Fussenegger 1997). Extended infection

benefits the parasite by increasing the chances for transmission to new

hosts.

3.2 Infect Hosts with Prior Exposure

Hosts often maintain memory against antigens from prior infections.

Host memory of particular antigens blocks reinfection by parasites car-

rying those antigens. Parasites can escape host memory by varying their

antigens.

Cross-reaction between antigenic variants occurs when a host can use

its specific recognition from exposure to a prior variant to fight against

a later, slightly different variant. Cross-reactive protection may provide

only partial defense, allowing infection but clearing the parasite more

rapidly than in naive hosts.
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In the simplest case, each antigenic type acts like a separate parasite

that does not cross-react with other variants. The distribution of anti-

genic variants will be influenced by the rate at which new variants arise

and spread and the rate at which old variants are lost from the popula-

tion. As host individuals age, they become infected by and recover from

different antigenic variants. Thus, the host population can be classified

by resistance profiles based on the past infection and recovery of each

individual (Andreasen et al. 1997).

Two extreme cases define the range of outcomes. On the one hand,

each variant may occasionally spread epidemically through the host pop-

ulation. This leaves a large fraction of the hosts resistant upon recov-

ery, driving that particular variant down in frequency because it has few

hosts it can infect. The variant can spread again only after many resis-

tant hosts die and are replaced by young hosts without prior exposure

to that antigen. In this case, three factors set the temporal pacing for

each antigenic variant: host age structure, the rapidity with which vari-

ants can spread and be cleared, and the waiting time until a potentially

successful variant arises.

Variants may, on the other hand, be maintained endemically in the

host population. This requires a balance between the rate at which in-

fections lead to host death or recovery and the rate at which new suscep-

tible hosts enter the population. The parasite population maintains as

many variants as arise and do not cross-react, subject to “birth-death”

processes governing the stochastic origin of new variants and the loss

of existing variants.

These extreme cases set highly simplified end points. In reality, vari-

ants may differ in their ability to transmit between hosts and to grow

within hosts. Nonspecific immunity or partial resistance to nonvarying

or secondary epitopes also complicate the dynamics. Nonetheless, the

epidemiology of the parasite, the host age structure and resistance pro-

files, and the processes that generate new variants drive many aspects

of the dynamics.

Cross-reactivity between variants adds another dimension (Andrea-

sen et al. 1997; Lin et al. 1999). The resistance profiles of individual

hosts can still be described by history of exposure. However, a new

variant’s ability to infect a particular host depends on the impedance to

the variant caused by the host’s exposure profile and the cross-reactivity

between antigens.
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3.3 Infect Hosts with Genetically Variable Resistance

Host genotype can influence susceptibility to different parasite vari-

ants. For example, MHC genotype determines the host’s efficiency in

presenting particular epitopes to T cells. From the parasite’s point of

view, a particular antigenic variant may be able to attack some host ge-

notypes but not others.

Hill (1998) pointed out that hepatitis B virus provides a good model

for studying the interaction between MHC and parasite epitopes. Prelim-

inary reports found associations between MHC genotype and whether

infections were cleared or became persistent (van Hattum et al. 1987;

Almarri and Batchelor 1994; Thursz et al. 1995; Hohler et al. 1997). The

hepatitis B virus genome is very small (about 3,000 base pairs, or bp),

which should allow direct study of how variation in viral epitopes inter-

acts with the host’s MHC genotype.

Host genotype can also affect the structure of the cellular receptors

to which parasites attach. For example, the human CCR5 gene encodes

a coreceptor required for HIV-1 to enter macrophages. A 32bp deletion

of this gene occurs at a frequency of 0.1 in European populations. This

deletion prevents the virus from entering macrophages (Martinson et al.

1997; O’Brien and Dean 1997; Smith et al. 1997).

It is not clear whether minor variants of cellular receptors occur suf-

ficiently frequently to favor widespread matching variation of parasite

surface antigens. Several cases of this sort may eventually be found,

but in vertebrate hosts genetic variation of cellular receptors may be a

relatively minor cause of parasite diversity.

3.4 Vary Attachment Characters

Parasite surface antigens often play a role in attachment and entry

into host cells or attachment to particular types of host tissue. Varying

these attachment characters allows attack of different cell types or ad-

hesion to various tissues. Such variability can provide the parasite with

additional resources or protection from host defenses.

Several species of the spirochete genus Borrelia cause relapsing fever

(Barbour and Hayes 1986; Barbour 1987, 1993). Relapses occur because

the parasite switches expression between different genetic copies of the

major surface antigen. The host develops fever and then clears the initial
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parasitemia, but suffers a few rounds of relapse as the antigenic variants

rise and fall. A subset of antigenic variants of these blood-borne bacteria

have a tendency to accumulate in the brain, where they can avoid the

host’s immune response (Cadavid et al. 2001). Those bacteria in the

brain may cause later relapses after the host has cleared the pathogens

from the blood. The differing tissue tropisms of the antigenic variants

may combine to increase the total parasitemia.

Protozoan parasites of the genus Plasmodium cause malaria in a va-

riety of vertebrate hosts. Several Plasmodium species switch antigenic

type (Brannan et al. 1994). Switching has been studied most extensively

in P. falciparum (Reeder and Brown 1996). Programmed mechanisms of

gene expression choose a single gene from among many archival genetic

copies for the P. falciparum erythrocyte membrane protein 1 (PfEMP1)

(Chen et al. 1998). As its name implies, the parasite expresses this anti-

gen on the surface of infected erythrocytes. PfEMP1 induces an antibody

response, which likely plays a role in the host’s ability to control infec-

tion (Reeder and Brown 1996).

PfEMP1 influences cytoadherence of infected erythrocytes to capil-

lary endothelia (Reeder and Brown 1996). This adherence may help the

parasite to avoid clearance in the spleen. Thus, antigenic variants can

influence the course of infection by escaping specific recognition and by

hiding from host defenses (Reeder and Brown 1996). Full understanding

of the forces that have shaped the archival repertoire, switching process,

and course of infection requires study of both specific immune recogni-

tion and cytoadherence properties of the different antigenic variants.

The bacteria that cause gonorrhea and a type of meningitis have anti-

genically varying surface molecules. The variable Opa proteins form a

family that influences the colony opacity (Malorny et al. 1998). Neis-

seria gonorrhoeae has eleven to twelve opa loci in its genome, and N.

meningitidis has three to four opa loci. Any particular bacterial cell typ-

ically expresses only one or two of the opa loci; cellular lineages change

expression in the opa loci (Stern et al. 1986). Both conserved and hy-

pervariable regions occur among the loci. The bacteria expose the hy-

pervariable regions on the cell surface (Malorny et al. 1998; Virji et al.

1999). The exposed regions contain domains that affect binding to host

cells and to antibody epitopes.

The different antigenic variants within the Opa of proteins family af-

fect tropism for particular classes of host cells (Gray-Owen et al. 1997;
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Virji et al. 1999). For N. gonorrhoeae, some Opa proteins have an affinity

for the host cell surface protein CD66e found on the squamous epithe-

lium of the uterine portio. Other Opa variants bind more effectively to

CD66a found on the epithelium of the cervix, uterus, and colon tissues.

Thus, the CD66-specific Opa variants may mediate the colonization of

different tissues encountered during gonococcal infection (Gray-Owen

et al. 1997).

HIV provides the final example for this section. This virus links its

surface protein gp120 to two host-cell receptors before it enters the

cell (O’Brien and Dean 1997). One host-cell receptor, CD4, appears to

be required by most HIV variants (but see Saha et al. 2001). The second

host-cell receptor can be CCR5 or CXCR4. Macrophages express CCR5. A

host that lacks functional CCR5 proteins apparently can avoid infection

by HIV, suggesting that the initial invasion requires infection of macro-

phages. HIV isolates with tropism for CCR5 can be found throughout

the infection; this HIV variant is probably the transmissive form that

infects new hosts.

As an infection proceeds within a host, HIV variants with tropism for

CXCR4 emerge (O’Brien and Dean 1997). This host-cell receptor occurs

on the surface of the CD4+ (helper) T lymphocytes. The emergence of

viral variants with tropism for CXCR4 coincides with a drop in CD4+ T

cells and onset of the immunosuppression that characterizes AIDS.

These examples show that variable surface antigens may sometimes

occur because they provide alternative cell or tissue tropisms rather

than, or in addition to, escape from immune recognition.

3.5 Antigenic Interference

Prior exposure of the host to particular epitopes sometimes reduces

the host’s ability to raise an immune response against slightly altered

parasite variants. This interference was first observed in influenza (Faze-

kas de St. Groth and Webster 1966a, 1966b). In this case, if a host first

encounters a variant, x, then a later cross-reacting variant, y , restimu-

lates an antibody response against x rather than stimulating a specific

response against y . This phenomenon is called original antigenic sin be-

cause the host tends to restimulate antibodies against the first antigen

encountered. A similar pattern has been observed for the cytotoxic T
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cell response of mice against lymphocytic choriomeningitis virus (Kle-

nerman and Zinkernagel 1998).

In some cases, antibodies from a first infection appear to enhance the

success of infection by later, cross-reacting strains (see references in

Ferguson et al. 1999). The mechanisms are not clear for many of these

cases, but the potential consequences are important. If cross-reactive

strains interfere with each other’s success, then populations of para-

sites tend to become organized into nonoverlapping antigenic variants

that define strains (Gupta et al. 1998). By contrast, if similar epitopes

enhance each other’s success, then well-defined strain clustering is less

likely (Ferguson et al. 1999).

Simultaneous infection by two related epitopes sometimes interferes

with binding by cytotoxic T cells. This interference, called altered pep-

tide ligand antagonism, has been observed in HIV, hepatitis B virus, and

Plasmodium falciparum (Bertoletti et al. 1994; Klenerman et al. 1994;

Gilbert et al. 1998). In P. falciparum, the MHC molecule HLA-B35 binds

two common epitopes of the circumsporozoite protein, cp26 and cp29,

but does not bind two other epitopes, cp27 and cp28 (Gilbert et al. 1998).

In hosts with HLA-B35, simultaneous infection with cp26 and cp29 ap-

pears to limit T cell responsiveness. In natural infections, hosts har-

bored both cp26 and cp29 variants more often than expected if epitopes

were distributed randomly between hosts. Gilbert et al. (1998) suggest

that the excess cp26-cp29 infections may have occurred because these

two epitopes act synergistically to interfere with T cell response.

3.6 Problems for Future Research

1. Measures of parasite fitness. The first section of this chapter de-

scribed how antigenic variation potentially extends the length of infec-

tion within a single host. Longer infections probably increase the trans-

mission of the parasites to new hosts, increasing the fitness of the par-

asites. Other attributes of infection dynamics may also contribute to

transmission and fitness. For example, the density of parasites in the

host may affect the numbers of parasites transmitted by vectors. If so,

then a good measure of fitness may be the number of parasites in the

host summed over the total length of infection. It would be interesting

to study experimentally the relations between infection length, parasite

abundance, and transmission success. These relations between parasite



30 CHAPTER 3

characters and fitness strongly influence how selection shapes antigenic

variation within hosts.

2. Interference between antigens in archival libraries of variants. Re-

ports of original antigenic sin and altered peptide ligand antagonism

have come from observations of antigenic variants generated by muta-

tion. It would be interesting to learn whether parasites with archival

variants also induce these phenomena. One might, for example, find

that some variants induce a memory response that interferes with the

host’s ability to generate a specific response to other variants. Thus,

the antigenic repertoire in archival libraries may be shaped both by the

tendency to avoid cross-reaction and by the degree to which variants

can interfere with the immune response to other variants.
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4 Specificity and
Cross-Reactivity

In this chapter, I describe the attributes of host and parasite molecules

that determine immune recognition. Two terms frequently arise in dis-

cussions of recognition. Specificity measures the degree to which the im-

mune system differentiates between different antigens. Cross-reactivity

measures the extent to which different antigens appear similar to the

immune system. The molecular determinants of specificity and cross-

reactivity define the nature of antigenic variation and the selective pro-

cesses that shape the distribution of variants in populations.

The first section discusses antibody recognition. The surfaces of par-

asite molecules contain many overlapping antibody-binding sites (epi-

topes). An antibody bound to an epitope covers about 15 amino acids

on the surface of a parasite molecule. However, only about 5 of the par-

asite’s amino acids contribute to the binding energy. A change in any

of those 5 key amino acids can greatly reduce the strength of antibody

binding.

The second section focuses on the paratope, the part of the antibody

molecule that binds to an epitope. Antibodies have a variable region of

about 50 amino acids that contains many overlapping paratopes. Each

paratope has about 15 amino acids, of which about 5 contribute most of

the binding energy for epitopes. Paratopes and epitopes define comple-

mentary regions of shape and charge rather than particular amino acid

compositions. A single paratope can bind to unrelated epitopes, and a

single epitope can bind to unrelated paratopes.

The third section introduces the different stages in the maturation

of antibody specificity. Naive B cells make IgM antibodies that typic-

ally bind with low affinity to epitopes. A particular epitope stimulates

division of B cells with relatively higher-affinity IgM antibodies for the

epitope. As the stimulated B cell clones divide rapidly, they also mu-

tate their antibody-binding regions at a high rate. Mutant lineages that

bind with higher affinity to the target antigen divide more rapidly and

outcompete weaker-binding lineages. This mutation and selection pro-

duces high-affinity antibodies, typically of type IgA or IgG.
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The fourth section describes “natural” antibodies, a class of naive IgM

antibodies. Each natural antibody can bind with low affinity to many dif-

ferent epitopes. Natural antibodies from different B cell lineages form

a diverse set that binds with low affinity to almost any antigen. One

in vitro study of HIV suggested that these background antibodies bind

to the viruses with such low affinity that they do not interfere with in-

fection. By contrast, in vivo inoculations with several different patho-

gens showed that the initial binding by natural antibodies lowered the

concentrations of pathogens early in infection by one or two orders of

magnitude.

The fifth section contrasts affinity and specificity. Poor binding condi-

tions cause low-affinity binding to be highly specific because detectable

bonds form only between the strongest complementary partners. By

contrast, favorable binding conditions cause low-affinity binding to de-

velop a relatively broad set of complementary partners, causing rela-

tively low specificity. The appropriate measure of affinity varies with

the particular immune process. Early stimulation of B cells appears to

depend on the equilibrium binding affinity for antigens. By contrast,

competition between B cell clones for producing affinity-matured anti-

bodies appears to depend on the dynamic rates of association between

B cell receptors and antigens.

The sixth section compares the cross-reactivity of an in vivo, poly-

clonal immune response with the cross-reactivity of a purified, mono-

clonal antibody. Polyclonal immune responses raise antibodies against

many epitopes on the surface of an antigen. Cross-reactivity declines lin-

early with the number of amino acid substitutions between variant anti-

gens because each exposed amino acid contributes only a small amount

to the total binding between all antibodies and all epitopes. By contrast,

a monoclonal antibody usually binds to a single epitope on the antigen

surface. Cross-reactivity declines rapidly and nonlinearly with the num-

ber of amino acid substitutions in the target epitope because a small

number of amino acids control most of the binding energy.

The seventh section discusses the specificity and cross-reactivity of

T cell responses. Four steps determine the interaction between para-

site proteins and T cells: the cellular digestion of parasite proteins, the

transport of the resulting peptides to the endoplasmic reticulum, the

binding of peptides to MHC molecules, and the binding of peptide-MHC

complexes to the T cell receptor (TCR). Mason (1999) estimates that each
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TCR cross-reacts with ∼105 different peptides. If a TCR reacts with a

specific peptide, then the probability that it will react with a second,

randomly chosen peptide is only ∼10−4. Thus, the TCR can be thought

of as highly cross-reactive or highly specific depending on the point of

view.

The eighth section lists the ways in which hosts vary genetically in

their responses to antigens. MHC alleles are highly polymorphic. The

germline genes that contribute to the T cell receptor have some poly-

morphisms that influence recognition, but the germline B cell receptor

genes do not carry any known polymorphisms.

The final section takes up promising lines of study for future research.

4.1 Antigens and Antibody Epitopes

An antigenic molecule stimulates an immune response. Each specific

subset of an antigenic molecule recognized by an antibody or a T cell

receptor defines an epitope. Each antigen typically has many epitopes.

For example, insulin, a dimeric protein with 51 amino acids, has on its

surface at least 115 antibody epitopes (Schroer et al. 1983). Nearly the

entire surface of an antigen presents many overlapping domains that

antibodies can discriminate as distinct epitopes (Benjamin et al. 1984).

Epitopes have approximately 15 amino acids when defined by spatial

contact of antibody and epitope during binding (Benjamin and Perdue

1996). Almost all naturally occurring antibody epitopes studied so far

are composed of amino acids that are discontinuous in the primary se-

quence but brought together in space by the folding of the protein.

The relative binding of a native and a mutant antigen to a purified

(monoclonal) antibody defines one common measure of cross-reactivity.

The native antigen is first used to raise the monoclonal antibody. C50mut

is the concentration of the mutant antigen required to cause 50% inhibi-

tion of the reaction between the native antigen and the antibody. Simi-

larly, C50nat is the concentration of the native antigen required to cause

50% inhibition of the reaction between the native antigen and the an-

tibody (self-inhibition). Then the relative equilibrium binding constant

for the variant antigen, C50nat/C50mut, measures cross-reactivity (Ben-

jamin and Perdue 1996).

Site-directed mutagenesis has been used to create epitopes that vary

by only a single amino acid. This allows measurement of relative binding
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caused by an amino acid substitution. Studies differ considerably in the

methods used to identify the amino acid sites defining an epitope, the

choice of sites to mutate, the amino acids used for substitution, and

the calculation of changes in equilibrium binding constants or the free-

energy of binding. Benjamin and Perdue (1996) discuss these general

issues and summarize analyses of epitopes on four proteins.

Five tentative conclusions about amino acid substitutions suffice for

this review. First, approximately 5 of the 15 amino acids in each epitope

strongly influence binding. Certain substitutions at each of these strong

sites can reduce the relative binding constant by two or three orders of

magnitude. These strong sites may contribute about one-half of the total

free-energy of the reaction (Dougan et al. 1998).

Second, the other 10 or so amino acids in contact with the antibody

may each influence the binding constant by up to one order of magni-

tude. Some sites may have no detectable effect.

Third, the consequences of mutation at a particular site depend, not

surprisingly, on the original amino acid and the amino acid used for

substitution.

Fourth, theoretical predictions about the free-energy consequences of

substitutions based on physical structure and charge can sometimes be

highly misleading. This problem often occurs when the binding location

between the antibody and a particular amino acid is highly accessible to

solvent, a factor that theoretical calculations have had difficulty incor-

porating accurately.

Fifth, antibodies raised against a particular epitope might not bind

optimally to that epitope—the antibodies sometimes bind more strongly

to mutated epitopes. In addition, antibodies with low affinity for an

antigen can have higher affinity for related antigens (van Regenmortel

1998).

4.2 Antibody Paratopes

An antibody contains a variety of binding sites. Each antibody binding

site defines a paratope, composed of the particular amino acids of that

antibody that physically bind to a specific epitope. Approximately 50

variable amino acids make up the potential binding area of an antibody

(van Regenmortel 1998). Typically, only about 15 of these 50 amino
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acids physically contact a particular epitope. These 15 or so contact

residues define the structural paratope. Only 5 or so of these amino

acids dominate in terms of binding energy. However, in both epitope

and paratope, substitutions both in and away from the binding site can

change the spatial conformation of the binding region and affect the

binding reaction (Wedemayer et al. 1997; van Regenmortel et al. 1998;

Lavoie et al. 1999).

The antibody’s 50 or so variable amino acids in its binding region

define many overlapping groups of 15 amino acids. Thus, an antibody

has a large number of potential paratopes. A paratope does not define

a single complementary epitope; rather it presents certain molecular

characteristics that bind antigenic sites with varying affinity. This leads

to four aspects of antibody-antigen specificity.

First, an antibody can have two completely independent binding sites

(paratopes) for unrelated epitopes (Richards et al. 1975). Bhattachar-

jee and Glaudemans (1978) showed that two purified mouse antibodies

(M384 and M870) each bind methyl α D-galactopyranoside and phos-

phorylcholine at two different sites in the antigen-binding region of the

antibody.

Second, an antibody presumably has many overlapping paratopes

that can potentially bind to a variety of related or unrelated epitopes. I

did not, however, find any studies that defined for a particular antibody

the paratope map relative to a set of variable epitopes. The potential

distribution of paratopes may change as a B cell clone matures in re-

sponse to challenge by a matching antigen—I take this up in the next

section (4.3), on Antibody Affinity Maturation.

Third, a single paratope can bind two unrelated epitopes (mimotopes,

Pinilla et al. 1999; Gras-Masse et al. 1999). Kramer et al. (1997) scanned a

library of synthetically generated peptides for competition in binding to

a monoclonal (purified) antibody. X-ray diffraction of three competing

peptides showed that they all bound to the same site on the antibody

(Keitel et al. 1997).

Fourth, a particular epitope can be recognized by two different par-

atopes with no sequence similarity. For example, Lescar et al. (1995)

used x-ray diffraction to study the physical contact between guinea fowl

lysozyme and two different antibodies. The two antibodies contact the

same 12 amino acids of the antigen. However, the antibodies have
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different paratopes with no identical amino acids in the region that binds

the antigen. The two antibodies also have different patterns of cross-

reactivity with other antigens.

Experimental studies of specificity frequently compare pairwise affini-

ties between an epitope and various paratopes or between a paratope

and various epitopes. In these pairwise measures, one first raises anti-

body to a monomorphic (nonvarying) antigenic molecule and then iso-

lates a single epitope-paratope binding—in other words, one raises a

monoclonal antibody that binds to a single antigenic site. Variations in

affinity are then measured for different epitopes holding the paratope

constant or for different paratopes holding the epitope constant.

Alternatively, one can challenge a host with a polymorphic popula-

tion of antigens. One controlled approach varies the antigens only in

a small region that defines a few epitopes (Gras-Masse et al. 1999). If

exact replicas of each epitope occur rarely, then antibodies will be se-

lected according to their binding affinity for the aggregate set of varying

epitopes (mixotopes) to which they match. This method may be a good

approach for finding antibodies with high cross-reactivity to antigenic

variants of a particular epitope.

4.3 Antibody Affinity Maturation

The host’s naive B cells make antibodies of the immunoglobulin M

class (IgM). An antibody is a secreted form of a receptor that occurs

on the surfaces of B cells. Each B cell clone makes IgM with different

binding characteristics—that is, the variable binding regions of the IgMs

differ. The host has a large repertoire of naive B cells that produce a

diverse array of IgM specificities.

An antigen on first exposure to a host will often bind rather weakly to

several of the naive IgM. Those B cell clones with relatively high-affinity

IgM for the antigen divide rapidly and come to dominate the antibody

response to the antigen.

The dividing B cell clones undergo affinity maturation for particular

epitopes. During this process, elevated mutation rates occur in the DNA

that encodes the antibody binding region. This hypermutation in divid-

ing B cell lineages creates a diversity of binding affinities. Those B cells

with relatively higher binding affinities are stimulated to divide more



SPECIFICITY AND CROSS-REACTIVITY 39

rapidly than B cells with lower affinities. This process of mutation and

selection creates high-affinity antibodies for the antigen.

The B cells that win the competition and produce affinity matured

antibodies switch from producing IgM to immunoglobulin G (IgG). This

class switch occurs by a change in the nonvariable region of the antibody

that is distinct from the variable binding region.

Wedemayer et al. (1997) studied the changes in the variable antibody

binding region during affinity maturation to a particular epitope. The

matured antibody had an affinity for the epitope 30,000 times higher

than the original, naive antibody. This increased affinity resulted from

nine amino acid substitutions during affinity maturation. Wedemayer

et al. (1997) found that the naive antibody significantly changed its shape

during binding with the epitope. By contrast, the mature antibody had

a well-defined binding region that provided a lock-and-key fit to the epi-

tope. Wedemayer et al. (1997) speculated that naive antibodies may have

more flexible binding regions in order to recognize a wide diversity of

antigens, whereas matured antibodies may develop relatively rigid and

highly specific binding sites.

Wedemayer et al.’s (1997) study suggests that naive IgM may bind a

broader array of antigens at lower affinity, whereas matured IgG may

bind a narrower array of antigens at higher affinity. Most analyses of

epitope binding focus on IgG antibodies that have been refined by affin-

ity maturation. Recently, attention has turned to the binding charac-

teristics and different types within the IgM class, including the natural

antibodies.

4.4 Natural Antibodies—Low-Affinity
Binding to Diverse Antigens

Some purified antibodies bind to a wide array of self- and nonself-

antigens. These polyreactive antibodies are sometimes referred to as

natural or background antibodies because they occur at low abundance

independently of antigen stimulation (Avrameas 1991). Natural anti-

bodies are typically of the IgM class and have few mutations relative to

the germline genotype, suggesting that natural antibodies usually have

not gone through hypermutation and affinity maturation to particular

antigens (Harindranath et al. 1993).
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Chen et al. (1998) sampled the antibody repertoire of adult and new-

born humans. They tested B cells for ability to bind insulin and β-

galactosidase. Among adults, 21% of B cells bound insulin, 28% bound

β-galactosidase, and 11% bound both antigens. Among newborns, 49%

bound insulin, 54% bound β-galactosidase, and 33% bound both anti-

gens. They concluded that low-affinity background reactivity commonly

occurs in antibodies. Not surprisingly, newborns have a higher percent-

age of polyreactive antibodies than adults because adults have been ex-

posed to many challenges and have a higher percentage of specific IgG

antibodies.

Llorente et al. (1999) studied the natural antibody repertoire against

the gp120 antigen of HIV-1. Among uninfected human blood donors,

gp120 bound 2–5% of peripheral B cells. Llorente et al. (1999) analyzed

in more detail the full repertoire of a single uninfected donor. None of

the IgG isolates bound gp120, whereas 86% of the IgM clones bound the

HIV-1 antigen. The IgM binding affinities were low, about an order of

magnitude lower than a specific IgG antibody for gp120 that has been

through the affinity maturation process. The low-affinity IgM antibodies

did not inhibit in vitro infection by HIV-1. The authors suggested that

these polyreactive antibodies do not provide protection against infection

in vivo.

Ochsenbein et al. (1999) tested the role of natural antibodies in immu-

nity against infection. They compared the ability of antibody-free and

antibody-competent mice to resist infection against various viruses and

the bacterium Listerium monocytogenes. In early infection kinetics, the

pathogens were detected in concentrations one to two orders of magni-

tude lower in antibody-competent mice. Natural IgM but not IgG were

found against most of the pathogens tested. By contrast with Llorente

et al.’s (1999) conclusions, Ochsenbein et al. (1999) suggest that natu-

ral antibodies can help to contain infection during the early stages of

invasion.

4.5 Affinity versus Specificity

The consequences of antigenic variation depend on how the host’s

immune system recognizes and reacts to variants. For example, if host

immunity reacts in the same way to two parasite genotypes, then the
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host immune response does not exert differential effects of natural se-

lection on those variants.

The ability of host immunity to discriminate between antigenic vari-

ants can be measured in different ways. For the sake of discussion, I

focus on antibody-antigen binding. The same issues apply to any bind-

ing reaction.

An antibody’s equilibrium affinity for different antigens can be com-

pared by the relative inhibition tests described above in section 4.1,

Antigens and Antibody Epitopes. Measures of relative inhibition can be

easily translated into the free-energy difference in binding between an

antibody and two different antigens (Benjamin and Perdue 1996).

Dynamic rather than equilibrium aspects of affinity drive certain pro-

cesses in host immunity. For example, B cells compete for antigen to

stimulate clonal expansion and enhanced expression of the associated

antibodies. Several authors have argued that different processes influ-

ence the selection and maturation of antibodies during different phases

of the immune response (reviewed by Lavoie et al. 1999; Rao 1999).

Rao (1999) summarizes the argument as follows. The early stimula-

tion of B cells in response to initial exposure to an antigen depends on

relative equilibrium binding affinities of the B cell receptors and asso-

ciated antibodies. Those B cells that receive a threshold level of stim-

ulation increase secretion of antibodies. Typically, a variety of B cells

receive threshold stimulation. Thus, the early immune response tends

to produce diverse antibodies that recognize various epitopes.

By contrast, dynamic association rates of reaction rather than equi-

librium binding constants may determine the next phase of antibody

response. Rao’s (1999) lab compared antibodies that had developed in

response to two related antigens. These antibodies were isolated from

the later stages of the immune response and had therefore been through

affinity maturation. They found no detectable difference in the equilib-

rium binding affinities of an antibody to the antigen to which it was

raised versus the other antigenic variant. By contrast, the on-rates of

antigen binding did differ.

Apparently, those B cell receptors with higher rates of antigen acqui-

sition outcompete B cell receptors with lower rates of acquisition. This

makes sense because affinity maturation occurs when the B cell clones

are highly prone to apoptosis (suicide) unless they receive positive stim-

ulation. Thus, the selection process during affinity maturation tends
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to optimize antigen acquisition rates rather than equilibrium binding

constants.

Other studies have also analyzed the maturation of antibody binding

properties during the course of an immune response (reviewed by Lavoie

et al. 1999). Those studies also found differences in how the affinity

constants and rates of association and dissociation changed over time.

The appropriate type of affinity and measure of immune recognition

depend on the dynamic processes of the immune response. I take this

up in more detail in chapter 6.

Specificity defines another dimension of immune recognition. Speci-

ficity is the degree to which an immune response discriminates between

antigenic variants. A simple approach measures the relative binding

affinities of purified antibodies or T cell receptors for different antigens.

Discrimination depends on the range of parasite variants bound, on the

binding affinity, and on the stringency of the conditions under which

one conducts the assay.

Figure 4.1 shows that relatively low-affinity binding can often pro-

vide greater specificity when measured at intermediate stringency. This

occurs because low-affinity receptors bind fewer kinds of antigens as

conditions limit the assay’s sensitivity for low-affinity binding. Thus,

the relative specificity of different antibodies or T cells depends on both

affinity and conditions of measurement.

4.6 Cross-Reaction of Polyclonal
Antibodies to Divergent Antigens

I have discussed the cross-reactivity of a particular antibody to anti-

genic variants and the extent to which a particular antigenic variant re-

acts with different antibodies. These issues focus on the affinity and

specificity of particular binding reactions when one perturbs either the

antibody or the antigen. For example, affinity decreases in a highly non-

linear way with amino acid substitutions in either the antibody or the

antigen. Substitutions in just a few key amino acids can reduce the equi-

librium binding constants by several orders of magnitude.

Those studies of affinity and specificity were typically conducted with

purified (monoclonal) antibodies of a single type. By contrast, the im-

mune response to an antigen often raises many different antibodies to
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Figure 4.1 Affinity versus specificity of host immunity. The two triangles show
the range of antigens bound by a particular antibody or T cell. A narrow range
implies high discrimination between parasite antigens and high specificity. De-
tection of binding depends on the stringency of conditions used in the assay.
For example, if only very strong binding can be detected in the assay (high strin-
gency), then typically the antibody or T cell will appear to bind a narrower range
of antigens and will therefore have higher specificity. Reducing the concentra-
tion of antibodies or T cells also increases the stringency because fewer host-
parasite complexes form. In the example shown, the relation between affinity
and specificity changes with stringency. Low stringency raises the relative speci-
ficity of the high-affinity antibody or T cell, medium stringency causes higher
relative specificity for the low-affinity antibody or T cell, and high stringency
drops the low-affinity reaction below the detection threshold.

the various exposed epitopes on the antigen. The initial polyclonal re-

sponse may narrow over time as the various B cell clones receive positive

or negative signals for expansion and the development of memory. I con-

sider those dynamics in a later section. Here, I am concerned with the

nature of cross-reactivity of the polyclonal immune response to a whole

antigen as compared with the cross-reactivity of a monoclonal antibody

to the antigen.

Benjamin et al. (1984) emphasized that the strength of cross-reactivity

between antigens decreases linearly with the number of amino acid sub-

stitutions when measured by the polyclonal sera of the full immune

response (see update in Prager 1993). The linear relationship explains
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80% or more of the total variation in cross-reactivity between phyloge-

netically diverged variants of proteins such as myoglobin. Other major

studies have focused on lysozyme c and cytochrome c.

The linear relationship between polyclonal cross-reactivity and amino

acid substitutions arises because the surface of a protein antigen ap-

pears to present a nearly continuous and overlapping set of epitopes.

Each exposed amino acid probably contributes only a small amount to

the total binding between all antibodies and all epitopes.

4.7 T Cell Epitopes

Antibodies bind directly to free pathogens in the blood, lymph, or

mucosal surfaces. Antibodies cannot get at intracellular pathogens. To

fight intracellular infections, the host uses cell-mediated defenses spear-

headed by the cytotoxic T lymphocytes (CTL), also referred to as CD8+ T

cells. The entire pathway leading to a CTL response against a pathogen

has several components that act as regulatory checks and balances. But

the bottom line often amounts to CTLs killing host cells that contain

specific epitopes of intracellular pathogens.

I start with a brief outline of specific recognition and then expand

on the key issues. First, host cells cut up the proteins of an intracellu-

lar pathogen. Second, transporter of antigen presentation (TAP) moves

peptides from the cytosol to the endoplasmic reticulum. Third, some

of these cut-up peptides bind to the host cell’s major histocompatibility

complex (MHC) class I molecules. Fourth, peptide-MHC complexes move

to the cell surface, exposing the bound peptide to the outside. Fifth, the

T cell receptors (TCR) on free T cells can bind to certain peptide-MHC

combinations. Sixth, if the TCRs of some CTLs bind pathogen peptide-

MHC complexes on the surface of a cell, and some supporting signals

prevail, then the CTLs kill the host cell.

Several variations on T cell immunity occur. But this scenario cap-

tures the essential features of specific recognition: cutting pathogen

peptides, transporting peptides to the endoplasmic reticulum, binding

of pathogen peptides to class I MHC, presentation on cell surfaces, and

binding of specific TCRs to the peptide-MHC complex (Deng et al. 1997;

Davis et al. 1998; Germain and Štefanová 1999).

The last part of this section addresses the relation between specificity

and cross-reactivity for the TCR. On the one hand, each TCR probably
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cross-reacts widely with different epitopes. On the other hand, T cell

responses appear to be highly specific—variant epitopes often avoid the

T cell response generated against the initial challenge. The resolution

may follow from numerical considerations. Each TCR reacts with many

different epitopes, perhaps as many as 105 different peptides. However,

if a TCR reacts with one epitope, then the probability that it reacts with

another, randomly chosen epitope may be as low as 10−4 because of

the large number of possible epitopes. In terms of the total number of

epitopes bound, TCRs appear widely cross-reactive, but in terms of the

frequency of epitopes bound, TCRs appear highly specific.

INTRACELLULAR PEPTIDE PROCESSING AND TRANSPORT

MHC class I molecules typically bind peptides with 8–10 amino acids.

Any short peptide within any pathogen protein is a candidate for MHC

binding. Peptides have polarity, with carboxyl (C-terminal) and amino

(N-terminal) ends. Many processes cut proteins into shorter peptides,

but the proteasomes seem to be particularly important for generating

peptides of the right length for MHC presentation (Rock and Goldberg

1999; York et al. 1999). Proteasome digestion creates a nonrandom pop-

ulation of peptides relative to the potential set defined by the amino acid

sequence of whole proteins. Digestion appears to be particularly spe-

cific for the C-terminal cut, less so for the N-terminal cut (Niedermann

et al. 1999).

The MHC class I molecules have biases for certain amino acids at the

C-terminal site of peptides (Rammensee et al. 1995). Niedermann et al.

(1999) have shown a correlation between the preferred C-terminal cuts

of proteasome digestion and the favored C-terminal amino acids bound

by MHC class I molecules. Thus, the proteasomes appear to be prefer-

entially generating peptides that can be presented by MHC.

A peptide that binds MHC with relatively high affinity may not be

generated in sufficient quantity to be a dominant epitope for immune

recognition. In vitro studies of proteasome digestion provide the easiest

way to quantify peptide generation. Although in vivo results may differ,

the preliminary data from in vitro studies provide interesting hints. For

example, mice were immunized with chicken ovalbumin, and the CTL

response was studied by in vitro reactions with peptides presented by

the class I MHC molecule Kb. The peptide Ova257SIINFEKL264 dominated



46 CHAPTER 4

the CTL response (Chen et al. 1994; Niedermann et al. 1995), where the

capital letters define the peptide sequence based on the single-letter

amino acid code and the subscripts give the location of the peptide

within the primary sequence of the protein. A secondary, weaker re-

sponse to Ova55KVVRFDKL62 can be generated under some conditions.

Dick et al. (1994) found that proteasome digestion of full-length oval-

bumin proteins yielded Ova257SIINFEKL264 but not Ova55KVVRFDKL62.

Niedermann et al. (1995, 1996) studied in detail the proteasome diges-

tion patterns of synthetic peptides with 22 or 44 amino acids contain-

ing the two potential epitopes. They found major cleavage sites at the

two ends of the dominant Ova257SIINFEKL264 epitope and relatively lit-

tle cleavage within the epitope. By contrast, a dominant cleavage site

occurred between amino acids 58 and 59 of Ova55KVVRFDKL62, yield-

ing only traces of the intact epitope. Several other studies reviewed by

Niedermann et al. (1999) support the hypothesis that proteasomal di-

gestion frequently reduces the number of copies of potential epitopes

sufficiently to prevent a strong CTL response.

It may eventually be possible to predict the probabilities of protea-

somal cleavage sites (Niedermann et al. 1999). However, many factors

influence the concentration of different peptides available for MHC bind-

ing. For example, sequences flanking antigenic peptides influence cleav-

age (Yewdell and Bennink 1999). Interferon-γ changes the distribution

of proteases affecting antigenic peptide production, perhaps enhancing

peptides with MHC binding motifs (York et al. 1999). TAP transports

different peptides at different rates from the cytosol to the endoplas-

mic reticulum, where MHC class I binding of peptides occurs (Yewdell

and Bennink 1999).

I have focused on the MHC class I molecules, which are present in

many cell types. By contrast, MHC class II molecules operate in spe-

cialized antigen-presenting cells. Those cells take in antigen from the

outside environment, process the proteins into peptides, bind peptides

to MHC class II molecules, and present the peptide-MHC complexes on

the cell surface. These peptide–class II complexes bind to a subset of

CD4+ T cells with specific, matching T cell receptors. The CD4+ cells

are often called helper T cells because they provide stimulation to CTLs

or to B cells and antibody production.

Different cellular locations and proteases occur in the MHC class I

and class II pathways. Nakagawa and Rudensky (1999) and Villadangos
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et al. (1999) review the proteases involved in class II peptide processing.

Kropshofer et al. (1999) review transport and loading of peptides onto

class II molecules.

INTRACELLULAR PRODUCTION AND EXOGENOUS UPTAKE OF ANTIGENS

The timing and quantity of production for different antigens in in-

fected cells has received relatively little attention (Schubert et al. 2000),

but certainly affects the influx of peptides available for MHC binding.

In addition, exogenous antigens may be taken up by antigen-presenting

cells and carried to lymphoid tissue for presentation to T cells (Schu-

macher 1999; Sigal et al. 1999). Intracellular production and exogenous

uptake of antigens most likely influence the distribution of epitopes

presented to T cells.

PEPTIDE-MHC BINDING

The class I MHC molecules bind peptides of 8–10 amino acids. For

peptides with 9 amino acids (nonamers), the 20 different amino acids

that can occur at each site combine to make 209 = 512× 109 different

peptide sequences. The human genome has three loci with class I mol-

ecules that present to CTLs. These loci are highly polymorphic; thus,

each diploid individual typically carries six different class I alleles for

CTL presentation. Clearly, if the molecules encoded by these six alleles

are to bind and present a reasonable fraction of parasite peptides, then

each molecule must bind to a large diversity of peptides.

Class I binding is indeed highly degenerate with regard to peptide se-

quence. Yewdell and Bennink (1999) estimate that each molecule binds

approximately 1/200 of the possible peptide sequences, or on the or-

der of roughly 107 different nonamers. An individual with six different

alleles binds approximately 6/200 = 3% of candidate peptides. Here,

binding means with sufficient affinity to stimulate a CTL response.

The specificity of MHC binding influences which parasite epitopes

dominate an immune response. Current understanding of MHC bind-

ing is rather crude. Prediction of which parasite sequences would bind

strongly to MHC molecules might help in vaccine design and in under-

standing the different patterns in immune response between different

individuals. Given this widespread interest, the field is moving rapidly.
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The three human class I loci that present to CTLs have 614 currently

known alleles (http://www.anthonynolan.com/HIG/index.html). Many

of the MHC molecules have been characterized by a specific binding

motif—the amino acid sequence pattern to which they typically bind

(Marsh et al. 2000).

Buus (1999) reviews the different methods to estimate binding motif

and alternative techniques for prediction of binding. Details vary for the

different alleles, but often an MHC class I molecule has two anchor posi-

tions near the ends of the peptide among the 9 or so amino acids of the

peptide. Each anchor position has a favored amino acid or sometimes

a limited set of alternatives. However, prediction based on anchor posi-

tions is only moderately successful; about 30% of peptides carrying the

predicted motif actually bind, and sequences lacking anchor residues

can bind. More complex statistical approaches have improved predic-

tion above 70%.

Class II molecules also bind a region of about 10 amino acids. How-

ever, by contrast to class I molecules, the class II molecules have open-

ended binding grooves, allowing class II molecules to bind peptides of

varying lengths in which differing numbers of amino acids hang out of

each end of the groove (Marsh et al. 2000). These varying peptide lengths

have made it difficult to establish binding motifs; thus relatively less is

known about class II binding.

Class II molecules appear to be less specific (more degenerate) in their

binding compared with class I molecules (Marsh et al. 2000). A few

detailed studies of class II binding have been developed (e.g., Latek and

Unanue 1999). It may be that class II’s relatively less specific binding

has to do with its role in stimulating helper T cells that regulate the

immune response rather than in directly killing parasites, but there is

little evidence for this at present.

The class I and class II molecules bind only to peptides. Recent work

has shown that the CD1 MHC system presents lipids and glycolipids

to T cells, providing an opportunity for T cell response to nonprotein

antigens (Porcelli and Modlin 1999; Prigozy et al. 2001). No doubt this

system plays some role in immunity, but its relative importance is not

clear at present.
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T CELL RECEPTOR BINDING TO PEPTIDE-MHC COMPLEXES

The immune system can generate highly specific memory responses

against particular antigens. For example, first infection by a measles

virus typically leads to symptomatic infection and eventual clearance.

Second infection rapidly induces specific antibody and T cell responses

based on a pool of memory cells from prior infection. This type of ob-

served memory response naturally led to the belief that TCR recognition

is highly specific for particular epitopes. However, recent work demon-

strated that the TCR binds in a highly degenerate way, each TCR binding

on the order of 104–107 different epitopes (Mason 1999). In addition,

limited data suggest that a single peptide stimulates several different T

cell clones (Maryanski et al. 1997; Mason 1999). However, different stud-

ies and different methods have given variable estimates for the number

of clones stimulated by a single peptide (Yewdell and Bennink 1999).

How can the TCR binding be so degenerate, yet the immune response

be so specific? Most of the details are not understood at present, but

some reasonable hypotheses are beginning to take shape.

I first review relevant aspects of T cell binding. The TCR on CTLs

(CD8+ T cells) binds to peptide-MHC class I complexes presented on the

surface of most cell types. The TCR on the helper (CD4+) T cells binds to

peptide-MHC class II complexes presented on the surface of specialized

antigen-presenting cells. Binding and signal strength are quantitative

factors, but again I use binding qualitatively to mean sufficient signal

strength to stimulate a T cell response against an epitope.

Now consider some magnitudes with regard to the problem of rec-

ognition (Mason 1999). Define T as the number of T cell clones with

different TCRs in the naive T cell repertoire, T(p) as the number of T

cell clones that respond to the same peptide, N as the number of pos-

sible peptides to be recognized, and P(t) as the number of different

peptide-MHC complexes recognized by a particular TCR. Thus,

T (p)×N = P (t)× T, (4.1)

because both sides describe the total number of recognition specificities

over all T cell clones. Immune response probably depends more on the

frequencies of T cell clones that respond to particular peptides, F(p) =
T(p)/T , rather than total numbers of clones in the body, so it is also
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useful to write

F (p) = P (t) /N, (4.2)

which shows that the frequency of T cell clones responding to a partic-

ular peptide equals the frequency of presented peptides stimulating a

particular T cell clone. If we assume that, in the naive T cell repertoire,

each clone with a unique TCR has about the same number of cells, then

F(p) is also the frequency of individual T cells that respond to a particu-

lar peptide. Equation (4.2) can be rewritten to emphasize cross-reactivity

of the TCR as

P (t) = F (p)×N, (4.3)

which is the probability that if a T cell receptor binds one epitope, then

it also binds to a second, randomly chosen epitope.

The number of possible specificities, N, for peptides with n amino

acids, is 20n×S, where S is the fraction of peptides that can be presented

by MHC alleles. Considering nonamers with n = 9, and setting S ≈ 10−2

as discussed above for MHC binding, we have N ≈ 209×10−2 = 5×109.

The lower bound for F(p), the frequency of T cell clones that respond

to a peptide, occurs when every T cell is unique and each peptide stim-

ulates only a single T cell. Mice have about 108 T cells, so the minimum

value of F(p) is 10−8, and thus, from equation (4.3), the minimum value

for the number of peptides bound by a TCR is P(t) ≈ 50. This is cer-

tainly a gross underestimate, because each TCR clone has more than

one cell on average, and each peptide likely stimulates more than one

clone. Nonetheless, this extreme case shows that the magnitude of the

recognition problem demands some degeneracy in TCR binding in mice.

Mason (1999) suggests that a more realistic description follows if one

accepts the experimental estimate by Butz and Bevan (1998) that, in

the naive repertoire, three different viral epitopes each stimulated a fre-

quency F(p) ≈ 10−4 of mouse CTL cells. In a mouse with 107–108 naive

CTLs, this gives an estimate of 103–104 CTLs potentially responding to

each epitope. Using F(p) = 10−4 in equation (4.3) gives the number of

peptides bound by a single TCR as P(t) ≈ 5× 105, a value that is in line

with other estimates obtained by various methods (Mason 1999).

The estimated frequency F(p) ≈ 10−4 based on Butz and Bevan (1998)

refers to the frequency of individual T cells responding to a peptide. It

was not clear from that study how many different T cell clones were

involved. It is challenging to estimate the number of different clones



SPECIFICITY AND CROSS-REACTIVITY 51

from the naive repertoire that respond to a particular peptide, although

recent technical breakthroughs may soon provide more data (Yewdell

and Bennink 1999). Among the better studies available, Maryanski et al.

(1996) estimated that an epitope from the human class I molecule HLA-

CW3 stimulated fifteen to thirty different T cell clones in a mouse. The

response in this case may have been limited because the human MHC

molecule is similar to mouse MHC molecules, causing the tested peptide

to be seen as similar to a self-peptide of the mouse. In another study

by the same research group, the clonal diversity of CTLs responding to

a Plasmodium berghei peptide was much higher than against HLA-CW3,

but the methods did not permit a comparable estimate for the number

of clones (Jaulin et al. 1992).

Humans have about 1011 T cells compared with about 108 T cells in

mice. If the frequency, F(p), of T cells responding to a peptide is about

the same in humans as in mice, then, from equation (4.3), the cross-

reactivity of each TCR receptor, P(t), is about the same in humans as

in mice. The value estimated above is each TCR binding P(t) ≈ 5× 105

different peptides.

How can such high cross-reactivity be reconciled with observed speci-

ficity? First, the probability of any particular T cell cross-reacting with

two different epitopes remains low. If a T cell reacts with one epitope,

the probability that it reacts with a second, randomly chosen epitope is

P(t)/N ≈ 10−4.

Second, the observed specificity has to do with the number of differ-

ent T cell clones that actually expand in response to an epitope. The

number of expanding clones is certainly lower than the potential set of

clones that bind sufficiently strongly to stimulate a response (Yewdell

and Bennink 1999). Competition between clones for the epitope and

for other stimulatory signals limits clonal expansion. I return to this

topic in chapter 6. Here I simply note that the broad and highly cross-

reactive repertoire of the naive T cells may be important for fighting

primary exposure, much as the natural antibodies provide background

protection against first infection. The secondary or memory response

may be much narrower because it is limited to those binding clones that

received additional stimulatory signals during primary infection.
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SUMMARY OF T CELL EPITOPES

Yewdell and Bennink (1999) calculate an overall probability of 1/2,000

for a peptide of a foreign antigen to stimulate a dominant CTL response.

By their calculation only ∼1/5 of potential epitopes survive proteolytic

digestion and transport to the endoplasmic reticulum for loading onto

MHC molecules; of these, only ∼1/200 bind MHC molecules above the

threshold affinity required for immunogenicity; finally, limitations in

the TCR repertoire for binding peptide-MHC complexes cause ∼1/2 of

presented peptides to stimulate a response. This is only a very rough

approximation based on the limited data available.

MHC presentation and TCR binding are just the first steps in a T cell

response. Typically, several TCRs may receive sufficient stimulation, but

only a subset continue to develop strong clonal expansion. I discuss the

factors that influence which clones do and do not expand in chapter 6.

4.8 Every Host Differs

The epitopes that stimulate an immune response depend on an inter-

action between the host and parasite. Different hosts vary in several at-

tributes of immune recognition; thus the dominant epitopes will change

from one host to the next even for an unvarying parasite.

The MHC class I and II molecules are the most strikingly polymor-

phic of all human loci. The three main class I loci for presenting pep-

tides, designated A, B, and C, currently have 175, 349, and 90 alleles de-

scribed, respectively. The class II molecules have separate designations

for individual components of each molecule. The highly polymorphic

components tend to be in the β1 chains that contact bound peptides

(Marsh et al. 2000). The β1 chains for the DR, DQ, and DP class II mole-

cules currently have 246, 44, and 86 alleles described, respectively. The

IMGT/HLA on-line database lists recent allelic counts, as described in

Robinson et al. (2000).

The MHC molecules shape the TCR repertoire. As T cells mature in

the thymus, they bind to MHC molecules presenting self-antigens. Those

TCRs that bind too strongly cause the associated T cells to die. Those

TCRs that bind too weakly fail to provide sufficiently strong reinforcing

signals, again causing the associated T cells to die. Fewer than 1% of T

cells pass these checks to survive (Marsh et al. 2000). Thus, the naive
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TCR repertoire is strongly influenced by the particular MHC alleles of

each individual. The individual naive repertoires lead to different TCR

clones being stimulated in different individuals when challenged by the

same epitope (Maryanski et al. 1996, 1999). Because helper T cells in-

fluence antibody response and other aspects of immune regulation, the

variable TCR repertoire may have additional consequences beyond CTL

variability.

Proteolysis of antigens and transport of peptides determine the pep-

tides available for MHC binding. Strong challenge by a particular par-

asite could lead to selection favoring or disfavoring specific patterns

of proteolysis. However, I am not aware of any evidence for protea-

some polymorphism. The peptide transporter, TAP, is polymorphic:

the two subunits TAP1 and TAP2 have six and four sequences listed

in the IMGT/HLA database (Robinson et al. 2000). So far, no functional

differences among alleles have been found (Marsh et al. 2000).

Somatic mutation and recombination between various germline loci

generate the DNA that encodes the TCR (Janeway et al. 1999). These

generative mechanisms allow each individual to produce a huge variety

of TCR binding specificities. The intensity of direct selection on germline

polymorphisms may be rather weak because the somatic mechanisms of

variation and selection shield the germline from the selective processes

imposed by diverse antigens. However, the germline alleles do set the

initial conditions on which somatic processes build, so it is certainly

possible that germline polymorphisms influence individual tendencies

to react to particular antigens.

The limited data available show some germline polymorphisms for

the TCR (e.g., Reyburn et al. 1993; Hauser 1995; Moffatt et al. 1997;

Moody et al. 1998; Sim et al. 1998; see also http://imgt.cines.fr). One

interesting study found an interaction between a human germline poly-

morphism in a subunit of the TCR (VA8.1) and an MHC class II poly-

morphism (HLA-DRB1) (Moffatt et al. 1997). The authors analyzed two

variants of the VA8.1 allele and the six most common HLA-DRB1 alle-

les. Individuals with enhanced allergic response to a dust mite antigen

tended to have one of the two VA8.1 variants combined with the HLA-

DRB1*1501 allele.

Moffatt et al. (1997) measured allergic response by the titer of IgE an-

tibodies, which are known to be directly involved in stimulating allergic

symptoms (Janeway et al. 1999). Most likely, the TCR and MHC class II
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polymorphisms influence IgE via helper T cells, because TCR binding to

antigens presented by MHC class II stimulate helper T cells, and such T

cell response is typically required for antibody stimulation. Thus, spe-

cific recognition by the TCR and MHC can affect specific recognition by

antibodies.

The B cell receptor (BCR) is generated by a process of somatic re-

combination and mutation similar to the process that generates TCRs.

Antibodies are secreted forms of the BCR. I did not find any comparable

reports of germline variation in the alleles that make up the components

of the BCR. Hauser (1995) suggested that somatic hypermutation (affin-

ity maturation) of the BCR protects the germline from direct selection.

The TCR has limited somatic mutation after the initial genetic recom-

binations, perhaps exposing germline TCRs to more intense selective

pressures than BCRs. However, the difference may simply reflect less

study of the BCR germline genes.

Finally, a complex network of quantitative or threshold signals regu-

lates many aspects of the immune response. Quantitative aspects of im-

mune regulation probably also vary among individuals. Those variable

regulatory controls may influence different hosts’ specific responses to

antigens, because response often depends on a cascade of quantitative

signals triggered by an antigen. Thus, it seems likely that variable pat-

terns of specific recognition between individuals will be influenced by

quantitative variability in regulatory control.

4.9 Problems for Future Research

1. Recognition by naive versus affinity-matured antibodies. Wede-

mayer et al.’s (1997) study suggests that naive IgM and affinity-matured

IgA/IgG antibodies differ in the nature of the antibody-epitope bond.

IgM antibodies may have rather flexible binding regions that significantly

change shape when attaching to an epitope. By contrast, the affinity-

matured antibodies seem to have relatively rigid, well-defined binding

regions that provide a highly specific lock-and-key fit to the epitope. I

suspect that an epitope must change more drastically to escape from

flexible IgM binding than from the more rigid IgA/IgG binding. Thus,

naive and affinity-matured antibodies may impose different selective

pressures on the molecular changes between antigenic variants.
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Affinity-matured antibodies in a memory response probably play the

dominant role in blocking repeat infection by most pathogens (Janeway

et al. 1999; Plotkin and Orenstein 1999). But some parasites may be

more strongly limited by naive antibodies. For example, IgM antibod-

ies seem to play the dominant role in fighting a sequence of different

antigenic variants of the spirochete Borrelia hermsii (Barbour and Bun-

doc 2001). This parasite switches its antigenic surface molecules dur-

ing a single infection. The parasite achieves this by occasionally copy-

ing into a single expression site different genes for antigenic variants

stored within the genome. In this case, the major selective pressure dif-

ferentiating antigenic variants most likely concerns cross-reaction with

previously expressed variants during the same infection cycle.

In a parasite that rapidly switches antigenic variants, a particular

epitope may need relatively more changes in amino acid composition

to escape cross-reaction with naive IgM antibodies. By contrast, other

pathogens may require relatively fewer amino acid changes to escape

affinity-matured IgA/IgG antibodies.

It would be valuable to have more data on the degree to which IgM

or affinity-matured antibodies dominate against different parasites. The

IgM response may dominate only against parasites that present to the

host a rapid sequence of antigenic variants. In those cases, escape from

IgM rather than affinity-matured antibodies may determine the molecu-

lar changes needed for antigenic variants to escape cross-reactivity.

2. Binding stringency affects the affinity-specificity relationship. Fig-

ure 4.1 shows how specificity and cross-reactivity change with inter-

actions between binding affinity and binding stringency. The degree

of cross-reactivity determines how much molecular change parasites

require to escape immune pressure directed against related antigens.

Thus, the combined effects of binding affinity and stringency influence

cross-reactivity, which in turn shapes molecular aspects of antigenic

variation.

Controlled experiments in vitro could apply monoclonal antibodies

with different affinities to cultured parasites under different binding

stringencies. The type of molecular change required to escape immune

pressure should vary in response to interactions between stringency and

affinity.
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3. Equilibrium versus kinetic aspects of affinity. Different stages of the

immune response probably depend on different aspects of binding affin-

ity to antigens. For example, clearance of antigens by antibodies may

depend on the equilibrium affinity of antibody-epitope bonds, whereas

the relative stimulation of different B cell lineages may depend on ki-

netic rates of association with antigens. Different kinetic consequences

probably follow from different molecular attributes of binding between

immune effectors and antigens. Complete understanding of antigenic

variation requires one to trace the chain: types of molecular variation

→ aspects of binding kinetics → control of the immune response.



5 Generative
Mechanisms

In this chapter, I summarize the different ways in which parasites gen-

erate antigenic variants. The amount of new variation and the kinds

of new variants influence antigenic polymorphism and the pace of evo-

lutionary change (Moxon et al. 1994; Deitsch et al. 1997; Fussenegger

1997).

The first section describes baseline mutation rates and special hyper-

mutation processes that raise rates above the baseline. Microbial muta-

tion rates per nucleotide decline with increasing genome size, causing

a nearly constant mutation rate per genome per generation of about

0.003. Genome-wide hypermutation can raise the mutation rate at all

sites within the genome. Such mutator phenotypes probably have al-

tered replication enzymes. Low frequencies of mutator phenotypes have

been observed in stable populations of Escherichia coli, whereas fluctu-

ating populations appear to maintain higher frequencies of mutators.

In some cases, hypermutation may be targeted to certain genes by DNA

repeats and other DNA sequence motifs that promote local replication

errors.

The second section presents three common mechanisms that para-

sites use to change gene expression between antigenically variable cop-

ies of a gene, potentially allowing escape from immune recognition.

Replication errors of short nucleotide repeats can alter regulatory se-

quences or disrupt translation of coding sequences. Gene conversion

can copy variant genes from different genomic locations into a single ex-

pression site. Invertible pieces of DNA occasionally change the direction

of nucleotide sequences, altering the expression of nearby genes. Dif-

ferent Plasmodium species have different families of antigenically vari-

able surface molecules. The mechanisms by which Plasmodium species

switch expression between antigenic variants are not fully understood.

The third section focuses on parasites that store antigenic variants

within each genome. Some parasite genomes have dozens or hundreds

of variants but express only one archival copy at a time. Intragenomic

recombination between archived copies may create new variants. Stud-

ies of the spirochete Borrelia hermsii and the protozoan Trypanosoma

brucei provide evidence of recombination between archival copies.
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The fourth section lists different mechanisms that can mix genetic

material between lineages of parasites to create new antigenic variants.

Segregation brings together in one individual different chromosomes

from distinct lineages. Intergenomic recombination mixes genetic se-

quences from different lineages. Horizontal transfer moves pieces of

DNA from one individual into another by processes such as bacterial

uptake of naked DNA from the environment.

The final section outlines promising topics of study for future re-

search.

5.1 Mutation and Hypermutation

There are many different ways to measure mutation rates and many

different processes that influence mutations (Drake et al. 1998). I fo-

cus in this section on errors in nucleotide replication that change the

antigenic properties of the encoded molecule.

BASELINE MUTATION RATES

RNA virus populations typically have high frequencies of mutants and

often evolve rapidly (Holland 1992; Knipe and Howley 2001). However,

few studies have provided direct estimates of mutation rates. The lim-

ited data suggest relatively high mutation rates on the order of 10−4–

10−5 per base per replication (Holland 1992; Coffin 1996; Preston and

Dougherty 1996; Drake et al. 1998; Drake and Holland 1999).

Drake et al. (1998) summarized mutation rates for various microbes

with DNA chromosomes (table 5.1). The table shows an amazingly con-

sistent value of approximately 0.003 mutations per genome per genera-

tion. This value holds over genomes that vary in total size by four orders

of magnitude; consequently the per base mutation rates also vary over

four orders of magnitude.

GENOME-WIDE HYPERMUTATION

None of the microbes in table 5.1 face intense, constant selective pres-

sure on antigens imposed by vertebrate immunity—it is unlikely that E.

coli depends on antigenic variation to avoid clearance from its hosts.

It would be interesting to know if pathogens under very intense selec-

tion by host immunity have higher baseline mutation rates than related

microbes under less intense immune pressure.
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Table 5.1 Mutation rates per replication in various microbes

Organism G µb µg

Bacteriophage M13 6.4× 103 7.2× 10−7 0.0046
Bacteriophage λ 4.9× 104 7.7× 10−8 0.0038
Bacteriophages T2 & T4 1.7× 105 2.4× 10−8 0.0040
Escherichia coli 4.6× 106 5.4× 10−10 0.0025
Saccharomyces cerevisiae 1.2× 107 2.2× 10−10 0.0027
Neurospora crassa 4.2× 107 7.2× 10−11 0.0030
Mean 0.0034

Values are from Drake et al. (1998). All microbes listed here have DNA chromo-
somes. G is the total number of bases in the genome, µb is the mutation rate
per base per replication, and µg is the mutation rate per genome per replication.

High genome-wide mutation rates arise in bacteria by spontaneous

mutator mutations, in which the mutator alleles raise the error rate

during replication (Drake et al. 1998). The mutator alleles probably

are various DNA replication and repair enzymes. Ten or more genes

of E. coli can develop mutator mutations. Assuming that each gene

has about 1,000 bases, then the overall mutation rate of mutator loci

is 10× 1,000× 5× 10−10 ≈ 10−6–10−5, based on the per base mutation

rate in table 5.1. Some mutations will be nearly neutral; others will cause

extremely high mutation rates and will never increase in frequency.

Typical E. coli cultures accumulate mutator mutants at a frequency of

less than 10−5 (Mao et al. 1997), probably because most mutations are

deleterious and therefore selection does not favor increased mutation

rates. However, mutators can be strongly favored when the competitive

conditions and the selective environment provide opportunities for the

mutators to generate more beneficial mutations than the nonmutators

(Chao and Cox 1983; Mao et al. 1997). In this case, mutators increase

because they are linked with a higher frequency of beneficial mutations.

Although mutators are typically rare in freshly grown laboratory cul-

tures, hospital isolates of E. coli and Salmonella enterica sometimes have

mutator frequencies above 10−2 (Jyssum 1960; Gross and Siegel 1981;

LeClerc et al. 1996). Extensive serial passage in the laboratory can also

lead to high frequencies of mutators (Sniegowski et al. 1997). Thus, it

appears that rapid change of hosts or culture conditions can increase

the frequency of mutators 1,000-fold relative to stable environmental

conditions. As Drake et al. (1998) point out, theory suggests that muta-

tors can speed adaptation in asexual microbes (Leigh 1970; Moxon et al.
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1994; Taddei et al. 1997). It would be interesting to compare naturally

occurring frequencies of mutators in stable and rapidly changing selec-

tive environments.

DNA damage induces the SOS response of E. coli (Walker 1984). This

response causes higher mutation rates even in the undamaged parts of

the genome. Radman (1999) argues that this stress-induced mutagen-

esis is an adaptation to generate variability in the face of challenging

environments. But it is not clear whether the special replication en-

zymes induced by SOS serve primarily to replicate DNA under difficult

conditions, albeit with high mutation, or whether certain aspects of SOS

are particularly designed to raise mutation above the minimum level

that could be achieved efficiently during emergency. In any case, it is

interesting to consider whether some microbes facultatively induce in-

creased genome-wide mutation when challenged by host immunity.

LOCALIZED HYPERMUTATION

Targeting mutations to key loci would be more efficient than raising

the genome-wide mutation rate. Various mechanisms can increase the

mutation rate over short runs of nucleotides (Fussenegger 1997; Ripley

1999). For example, Streptococcus pyogenes coats its surface with a vari-

able M protein, of which eighty antigenically distinct variants are known

(Lancefield 1962; Fischetti 1991). The amino acid sequence of the M6

serotype revealed repeats in three regions of the protein (Hollingshead

et al. 1986, 1987). Region 1 has five repeats of 42 bp, each repeat con-

taining two nearly identical 21 bp repeats; region 2 has five 75 bp re-

peats; and region 3 has two repeats of about 81 bp. In regions 1 and

2, the two outermost repeats vary slightly in sequence from the three

identical repeats in the interior.

Sequence analysis of variant M proteins suggests that mutations oc-

cur by generating both gains and losses of the duplications. These mu-

tations probably arise by intragenic recombination between the DNA

repeats, but may be created by slippage during replication. Slippage

mutations over repeated DNA lead to gain or loss in the number of re-

peats and occur at frequencies much higher than typical replication er-

rors (Charlesworth et al. 1994). The repeats of the M protein are multi-

ples of 3 bases; thus changes in repeat number do not cause frameshift
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mutations. Some of the repeats vary slightly in base composition, so

recombinations can alter sequence composition as well as total length.

Fussenegger (1997) reviews several other cases of bacterial cell-wall

proteins that have repeated sequences, most of which occur in multiples

of 3 bp. Repeats are often associated with binding domains for other

proteins or polysaccharides (Wren 1991), so perhaps the ability to gen-

erate variable-length domains provides an advantage in attachment to

host tissues or in escape from host immunity.

Other mutational mechanisms besides repeats may increase local mu-

tation rates (Ripley 1999). For example, when double-stranded DNA

splits to be replicated, the complementary bases on a single strand may

bind to each other to form “hairpin” structures. Such hairpins may in-

crease errors in replication. Caporale (1999) suggests that certain ge-

nomic regions, such as antigenic sites, may have DNA base compositions

that promote higher mutation rates.

Apart from the well-known case of repeats and replication slippage,

no evidence at present associates antigenic sites with higher replication

errors. But this would certainly be an interesting problem to study fur-

ther. One could, for example, focus on associations between mutation

rate and nucleotide sequence. Comparison would be particularly inter-

esting between epitopes that evolve rapidly and conserved regions of

antigenic molecules that evolve slowly. Such comparison may help to

identify aspects of nucleotide composition that promote higher error

rates in replication.

5.2 Stochastic Switching between Archival Copies

Many pathogens change critical surface molecules by switching ex-

pression between alternative genes. Three types of switch mechanisms

commonly occur: replication errors that turn expression on or off, gene

conversion into fixed expression sites, and invertible promoters that

change the direction of transcription.

REGULATORY SWITCHES BY REPLICATION ERRORS OF SHORT REPEATS

Short, repeated nucleotide sequences often lead to high error rates

during replication. Repeats have recurring units typically with 1–5 bases

per unit. Short, repeated DNA sequences probably lead to replication

errors by slipped-strand mispairing (Meyer 1987; Levinson and Gutman
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1987; Charlesworth et al. 1994). Errors apparently arise when a DNA

polymerase either skips forward a repeat unit, causing a deletion of one

unit, or slips back one unit, producing a one-unit insertion.

Gene expression can be turned on or off by insertions or deletions.

Inserted or deleted repeats within the coding sequence cause frameshift

mutations that prevent translation and production of a full protein. For

example, the eleven opacity genes of Neisseria meningitidis influence

binding to host cells and tissue tropism. These genes each have between

eight and twenty-eight CTCTT repeats, which can disrupt or restore the

proper translational frame as the number of repeats changes (Stern et al.

1986; Stern and Meyer 1987). The limited repertoire of eleven genes and

the crude on-off switching suggest that variable expression has more

to do with altering cell tropism than with escape from host immunity

(Fussenegger 1997).

On-off switches can also be created by short repeats in transcriptional

control regions. Bordetella pertussis controls expression of two distinct

fimbriae by transcriptional switching (Willems et al. 1990). Fimbriae are

bacterial surface fibers that attach to host tissues. Particular cells pro-

duce both, only one, or neither of the fimbrial types. Sequences of about

15 C nucleotides in the transcriptional promoters of each of the two

genes influence expression. The actual length of the poly-C sequence

varies, probably by slipped-strand mispairing during replication. The

length affects transcription of the attached gene. Thus, by the stochas-

tic process of replication errors, the individual loci are turned on and off.

Again, this sort of switching may have more to do with tissue tropism

than with escape from immune recognition.

GENE CONVERSION

Some pathogens store many variant genes for a surface antigen, but

express only one of the copies at any time. For example, there may

be a single active expression site at which transcription occurs. Occa-

sionally, one of the variant loci copies itself to the expression site by

gene conversion—a type of intragenomic recombination that converts

the target without altering the donor sequence. The genome preserves

the archival library without change, but alters the expressed allele.

The spirochete Borrelia hermsii has approximately thirty alternative

loci that encode an abundant surface lipoprotein (Barbour 1993). There
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is a single active expression site when the spirochete is in mammalian

hosts (Barbour et al. 1991). The expression site is changed by gene con-

version to one of the variant archival copies at a rate of about 10−4–10−3

per cell division (Stoenner et al. 1982; Barbour and Stoenner 1985). A

small number of antigenic variants dominate the initial parasitemia of

this blood-borne pathogen. The host then clears these initial variants

with antibodies. Some of the bacteria from this first parasitemia will

have changed antigenic type. Those switches provide new variants that

cause a second parasitemia, which is eventually recognized by the host

and cleared. The cycle repeats several times, causing relapsing fever.

The protozoan Trypanosoma brucei has hundreds of alternative loci

that encode the dominant surface glycoprotein (Barry 1997; Pays and

Nolan 1998). Typically, each cell expresses only one of the alternative

loci. Switches in expression occur at a rate of up to 10−2 per cell divi-

sion (Turner 1997). The switch mechanism is similar to that in Borrelia

hermsii—gene conversion of archival copies into a transcriptionally ac-

tive expression site. T. brucei has approximately twenty alternative tran-

scription sites, of which only one is usually active. Thus, this parasite

can also change expression by switching between transcription sites. It

is not fully understood how different transcription sites are regulated.

INVERTIBLE SEQUENCES

E. coli stores two alternative fimbriae genes adjacent to each other

on its chromosome (Abraham et al. 1985). A promoter region between

the two genes controls transcription. The promoter triggers transcrip-

tion in only one direction, thus expressing only one of the two variants.

Occasionally, the promoter flips orientation, activating the alternative

gene. The ends of the promoter have inverted repeats, which play a

role in the recombination event that mediates the sequence inversion.

Salmonella uses a similar mechanism to control flagellum expression

(Silverman et al. 1979).

Moraxella species use a different method to vary pilin expression

(Marrs et al. 1988; Rozsa and Marrs 1991). The variable part of the

pilin gene has alternate cassettes stored in adjacent locations. Inverted

repeats flank the pair of alternate cassettes, causing the whole complex

occasionally to flip orientation. The gene starts with an initial constant
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region and continues into one of the cassettes within the invertible com-

plex. When the complex flips, the alternate variable cassette completes

the gene. Several bacteriophage use a similar inversion system to switch

genes encoding their tail fibers, which determine host range (Kamp et al.

1978; Iida et al. 1982; van de Putte et al. 1984).

Fussenegger (1997) reviews other invertible-sequence mechanisms.

These low-diversity switches provide only a limited advantage against

immunity because, even if the switch rates were low, an infection would

soon contain all variants at appreciable abundance. Thus, these switch

mechanisms may serve mainly to generate alternative attachment vari-

ants.

OTHER ARCHIVAL SWITCH MECHANISMS

Plasmodium species are a diverse and polyphyletic group of proto-

zoans that cause malarial symptoms in vertebrate hosts. Antigenic vari-

ation appears to be common and to be caused by diverse mechanisms.

I briefly summarize three examples.

Infection and reproduction in host erythrocytes determine the build-

up of parasite numbers within the host (Mims et al. 1998). P. falciparum

expresses the var gene within erythrocytes. The gene product, PfEMP1,

moves to the surface of the host cell, where it influences cellular adhe-

sion and recognition by host immunity (Deitsch and Wellems 1996). The

var genes are highly diverse antigenically (Su et al. 1995). Each parasite

exports only one var type to the erythrocyte surface, but a clone of par-

asites switches between var types (Smith et al. 1995). Switching leads

to a diverse population of PfEMP1 variants within a host and even wider

diversity among hosts.

The mechanism of var switching is not known. It appears that many

var loci are transcribed during the first few hours after erythrocyte in-

fection, but only a single var gene is active when PfEMP1 is translated

and moved to the erythrocyte surface (Q. Chen et al. 1998; Scherf et al.

1998). Switching between var loci does not depend on the mechanism

of gene conversion found in Borrelia hermsii and Trypanosoma brucei .

It may be that some mechanism shuts down expression of all but one

locus without modifying the DNA sequence. Scherf et al. (1998) sug-

gest that switches in gene expression do not depend on DNA sequence

changes in promoter regions or changes in transcription factors. They
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argue that regional changes in chromatin structure may control variable

expression.

Preiser et al. (1999) found antigenic variation at another stage in the

Plasmodium life cycle (see also Barnwell 1999). The parasitic forms that

invade erythrocytes are called merozoites. In a rodent malaria, P. yoelii,

the merozoite surface molecule p235 plays a role in attachment or in-

vasion of erythrocytes. There are at least eleven and perhaps as many

as fifty discrete genes that encode variants of p235 (Borre et al. 1995).

Within an erythrocyte, the parasite develops a multinucleate stage and

then divides into new merozoites that burst the host cell. Preiser et al.

(1999) found that each of the separate nuclei transcribe a different p235

gene. They suggest that upon division into separate merozoites, each

merozoite presents a different p235 protein on its surface. Thus, each

clone produces antigenically diverse progeny. The various p235 mole-

cules may facilitate invasion of different classes of erythrocytes.

Other Plasmodium species express surface proteins that are distantly

related to p235, but in those cases the surface molecules do not arise

from an antigenically diverse, multicopy gene family (Barnwell 1999).

Some of the Plasmodium species have diverged tens of millions of years

ago, so it is not surprising that they have different strategies for attach-

ment, immune evasion, and antigenic variation.

In another example, P. vivax has an extensive family of variant vir

genes, estimated to be present at 600–1,000 copies per haploid genome

(del Portillo et al. 2001). The parasite expresses only a small subset

of these genes in an infected erythrocyte. Del Portillo et al. (2001)

expressed the vir gene product from two variant loci and tested the

proteins for immunogenicity. Sera from twenty-five previously infected

hosts provided a panel of antibodies to test for prior exposure to the vir

gene products. One of the expressed proteins reacted with the serum

from only one host, the other protein reacted with sera from two hosts.

Thus, vir gene products are immunogenic, but each variant appears to

be expressed rarely—the hallmarks of antigenic variation from a large

archival library.

Sequences related to the vir family do not occur in P. falciparum or

P. knowlesi, suggesting that these different lineages have evolved dif-

ferent families of variable antigens. The diversity of gene families in

Plasmodium that play a role in antigenic variation provides an excellent

opportunity for comparative, evolutionary studies.
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5.3 New Variants by Intragenomic Recombination

Some parasites store many genetic variants for a particular surface

molecule. Usually, each parasite expresses only one archival variant.

New variants of archival copies may be created by recombination. For

example, Rich et al. (2001) found evidence for recombination between

the archived loci of the variable short protein (Vsp) of Borrelia hermsii.

They studied the DNA sequences of 11 vsp loci within a single clone.

These vsp loci are silent, archival copies that can, by gene conversion,

be copied into the single expression site. The genes differ by 30–40% in

amino acid sequence, providing sufficient diversity to reduce or elimi-

nate antigenic cross-reactivity within the host.

Rich et al. (2001) used statistical analyses of vsp sequences to in-

fer that past recombination events have occurred between archival loci.

Those analyses focus on attributes such as runs of similar nucleotides

between loci that occur more often than would be likely if alleles di-

verged only by accumulating mutations within each locus. Shared runs

can be introduced into diverged loci by recombination.

The archival antigenic repertoire of Trypanosoma brucei evolves rap-

idly (Pays and Nolan 1998). This species has a large archival library and

multiple expression sites, but only one expression site is active at any

time. New genes can be created within an active expression site when

several donor sequences convert the site in a mosaic pattern (Pays 1989;

Barbet and Kamper 1993). When an active expression site becomes inac-

tivated, the gene within that site probably becomes protected from fur-

ther gene conversion events (Pays et al. 1981; Pays 1985). Thus, newly

created genes by mosaic conversion become stored in the repertoire.

Perhaps new genes in silent expression sites can move into more per-

manent archival locations by recombination, but this has not yet been

observed. Recombination between silent, archived copies may also oc-

cur, which, although each event may be relatively rare, could strongly

affect the evolutionary rate of the archived repertoire.

These examples illustrate the scattered reports of recombination and

the evolution of archived repertoires. These preliminary studies show

the promise for understanding the interaction between mechanisms that

create diversity and the strong forces of natural selection imposed by

immune recognition. The combination of generative mechanisms and

selection shapes the archival antigenic repertoire.
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5.4 Mixing between Genomes

New antigenic variants can be produced by mixing genes between dis-

tinct lineages. This happens in three ways.

Segregation brings together chromosomes from different lineages.

Reassortment of influenza A’s neuraminidase and hemagglutinin sur-

face antigens provides the most famous example (Lamb and Krug 2001).

The genes for these antigens occur on two separate RNA segments of the

genome—the genome has a total of eight segments. When two or more

viruses infect a single cell, the parental segments all replicate separately

and then are packaged together into new viral particles. This process

can package the segments from different parents into a new virus.

New neuraminidase-hemagglutinin combinations present novel anti-

genic properties to the host. Rare segregation events have introduced

hemagglutinin from bird influenza into the genome of human influenza

(Webster et al. 1997). The novel hemagglutinins cross-reacted very lit-

tle with those circulating in humans, allowing the new combinations to

sweep through human populations and cause pandemics.

Intergenomic recombination occurs when chromosomes from differ-

ent lineages exchange pieces of their nucleotide sequence. In protozoan

parasites such as Plasmodium and Trypanosoma, recombination hap-

pens as part of a typical Mendelian cycle of outcrossing sex (Jenni et al.

1986; Conway et al. 1999). Recombination can occur in viruses when

two or more particles infect a single cell. DNA viruses may recombine

relatively frequently because they can use the host’s recombination en-

zymes (Strauss et al. 1996). RNA viruses may recombine less often be-

cause the host lacks specific enzymes to mediate reciprocal exchange of

RNA segments. However, many descriptions of RNA virus recombina-

tion have been reported (Robertson et al. 1995; Laukkanen et al. 2000;

and see chapter 10). In all cases, even rare recombination can provide

an important source for new antigenic variants.

Horizontal transfer of DNA between bacteria introduces new nucle-

otide sequences into a lineage (Ochman et al. 2000). Transformation

occurs when a cell takes up naked DNA from the environment. Some

species transform at a particularly high rate, suggesting that they have

specific adaptations for uptake and incorporation of foreign DNA (Fus-

senegger et al. 1997). For example, Neisseria species transform fre-

quently enough to have many apparently mosaic genes from interspecies



68 CHAPTER 5

transfers (Spratt et al. 1992; Zhou and Spratt 1992; Fussenegger et al.

1997), and N. gonorrhoeae has low linkage disequilibrium across its ge-

nome (Maynard Smith et al. 1993). Horizontal transfer also occurs when

bacteriophage viruses carry DNA from one host cell to another or when

two cells conjugate to transfer DNA from a donor to a recipient (Ochman

et al. 2000).

5.5 Problems for Future Research

1. Selection of mutation rates. Intense immune pressure favors the

generation of antigenic variants. However, variants, like any mutations,

may have associated costs. To what extent have molecular attributes

of antigenic genes been shaped by the costs and benefits of generat-

ing variants? Do microbes under intense immune pressure have higher

genome-wide mutation rates compared with similar organisms that do

not face immune attack? To what extent have nucleotide sequences of

antigens been shaped by the tendency of particular motifs to generate

replication errors—a form of local hypermutation?

2. Selection of mechanisms that control switching between archival

variants. I described various mechanisms by which gene expression

shifts between archived variants. The rate at which switches occur prob-

ably affects the parasite’s ability to extend infection. If switches happen

too quickly, then novel variants will not be expressed after the immune

response develops against the many variants expressed early in infec-

tion. If switches happen too slowly, then the parasite may be cleared

before the variants are expressed. Thus, natural selection can strongly

influence the molecular details of the switch process in order to adjust

the rate of change between variants. This can be tested by selecting in

vitro for faster or slower switch rates. Does an evolutionary response

occur in the switch rates? If so, how is the response accomplished at

the molecular level?

One could also test the evolution of the switch rate in vivo, comparing

situations that imposed different immune pressures on rates of change

and on particular orders in which variants are expressed. Such studies

allow one to relate the molecular mechanisms of switching to the adap-

tive significance of switching. Two general questions arise. To what ex-

tent do switch rates evolve to enhance parasite fitness? To what extent
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do mechanistic properties of switching constrain rates of change be-

tween variants?

3. Rates of diversification between archival copies. Some parasites

have large families of variants archived within the genome. I described

studies of Borrelia hermsii and Trypanosoma brucei in which intrage-

nomic recombination between archival copies generated new variants.

This calls attention to the rate at which new variants can be created and

the rate of diversification between members of archival gene families.

Rich et al. (2000) argue that all of the antigenic variants of Plasmo-

dium falciparum have arisen from a recent common ancestor. A more

detailed study by Volkman et al. (2001) estimates that the most recent

common ancestor lived less than ten thousand years ago. If this estimate

is correct, then the diverse var family of antigenic variants must have

evolved very rapidly. However, this conclusion remains contentious—

Hughes and Verra (2001) argue that the P. falciparum lineage is much

older.

It would be interesting to compare rates of diversification in these

families of variants between the different Plasmodium species, Trypano-

soma brucei, Borrelia hermsii, and other microbes with similar families

of variants. It would also be interesting to compare P. falciparum with

another malarial parasite of humans, P. vivax. As noted in the text, P.

vivax has a family of antigenic variants that does not occur in P. falci-

parum. How does the history of variation compare in these two species?
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6 Immunodominance
within Hosts

Each parasite presents a large number of epitopes to the host’s immune

system. The immune response focuses on only a few of the many po-

tential epitopes, a process called immunodominance. Immunodominant

focus determines which epitopes are favored to vary antigenically to es-

cape immune pressure. In this chapter, I describe how immunodomi-

nance develops by competition among B and T cell lineages with differ-

ent specificities.

The first section reviews antibody immunodominance. The diverse,

naive B cells secrete IgM antibodies that bind to nearly any epitope. On

initial infection, B cells that bind epitopes with relatively high equilib-

rium affinity divide rapidly and dominate the early phase of the immune

response by outcompeting other B cells. However, antibodies that bind

too strongly clear the matching antigens quickly and prevent feedback

stimulation to their B cells. The later phases of B cell competition and

maturation of IgG favor antibodies with increased on-rates of associa-

tion to epitopes rather than increased equilibrium binding affinity.

The second section discusses cytotoxic T lymphocyte (CTL) immuno-

dominance. Aspects of specificity such as MHC binding and avoidance

of self-recognition determine which epitopes could potentially be rec-

ognized. Among this potential set, some epitopes dominate others in

stimulating a CTL response. Earlier stimulation of T cell lineages in

response to infection rather than more rapid T cell division seems to

determine the dominance of lineages. Dominant lineages may repress

subdominant lineages by pushing the abundance of pathogens below

the threshold needed to trigger weaker, subdominant responses.

The third section describes original antigenic sin, in which the speci-

ficity of the immune response depends on the sequence of exposure

to antigenic variants. If a host first encounters a variant A and then

a later variant A′, the second variant will sometimes restimulate the

initial response against A rather than a new, specific response against

A′. In this case, A′ recalls the memory against an earlier cross-reacting

epitope rather than generating a primary, specific response against it-

self. Sometimes the cross-reaction is rather weak, causing the host to
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respond weakly to the second antigen because of interference by its

memory against the first variant. Original antigenic sin has been ob-

served in both antibody and CTL responses.

The final section takes up promising issues for future research.

6.1 Antibody Immunodominance

I emphasize Rao’s (1999) studies of B cell competition, one of the few

empirical analyses of the dynamics of antibody immunodominance.

BROAD IGM AND NARROW IGG RESPONSE

Kumar et al. (1992) engineered a recombinant polypeptide with 100

amino acids that contained several epitopes from the envelope of hep-

atitis B virus. They called this polypeptide MEP-1. The initial antibody

response, detected one week after injection into a mouse, contained

heterogeneous IgM against several epitopes that collectively spanned

the entire 100-amino-acid sequence. By contrast, the IgG response four

weeks after injection was highly specific for a single epitope. These ob-

servations support the idea that the naive antibody repertoire can bind

almost any epitope, but that only a subset of the initially binding anti-

bodies stimulate their B cell clones to expand significantly and make the

transition to IgG production.

REVIEW OF PROCESSES BY WHICH ANTIBODY RESPONSE DEVELOPS

Major expansion of a B cell clone and transition to IgG production typ-

ically depend on stimulation from helper T cells, although some nonpro-

tein antigens can stimulate IgM response without T cell help (Janeway

et al. 1999). The interaction between B cells and T cells happens roughly

as follows. The B cell receptor (BCR) is an attached form of antibody,

which has specificity for particular epitopes. Each B cell expresses many

BCRs on its surface, each with the same specificity. When a BCR binds

antigen, it may pull the antigen into the cell. If the antigen is a pro-

tein, the B cell processes the antigen into smaller peptides, binds some

of those peptides to MHC class II molecules, and presents the peptide–

class II complexes on the cell surface.

If a helper (CD4+) T cell has a T cell receptor (TCR) that binds the

peptide–class II complex, then the T cell sends a stimulatory signal to
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the B cell. Thus, B cell stimulation requires binding to an epitope of

an antigen, processing the antigen, and finding a helper T cell that can

bind an epitope of the same antigen. The epitopes recognized by the BCR

and TCR may differ, but must be linked on the same antigen molecule

to provide matches to both the BCR and TCR (Shirai et al. 1999). T cell

stimulation causes B cells to divide more rapidly, to undergo somatic

hypermutation, and to switch from IgM to IgG production. Immuno-

dominance arises when some B cells receive relatively greater stimula-

tion from helper T cells. Signal strength depends on the dynamics of

antigen binding for BCRs and TCRs.

The vertebrate host has specialized organs to facilitate interaction be-

tween B and T cells. The initial interaction occurs when antigen-binding

B cells are trapped in a zone of lymphoid tissue that has a high density

of T cells. Some of the stimulated B cells differentiate into antibody fac-

tories, whereas others migrate along with matching T cells to primary

follicles of the lymphoid tissue. There, if the B cells receive sufficient

stimulation from T cells, they undergo rapid division to form germinal

centers. At these centers, the B cells hypermutate and proceed through

affinity maturation.

AFFINITY WINDOW FOR EPITOPE-PARATOPE BINDING

The naive B cell repertoire binds with varying affinity to different epi-

topes of an antigen. The relative stimulation of different B cell clones by

an antigen determines progression to the next steps in B cell response.

Stimulation depends on the affinity of the BCR paratopes (binding sites)

for their particular epitopes.

Rao (1999) found an affinity window for stimulation of B cells. Very

strong epitope-paratope binding prevents stimulation; weakly binding

B cells are outcompeted for stimulatory signals. I discuss in turn these

upper and lower thresholds.

Vijayakrishnan et al. (1994) discovered an upper affinity threshold by

the study of two epitopes of the MEP-1 peptide described above. One of

these epitopes stimulated the immunodominant IgG response; the other

was at the opposite end of the peptide. I refer to the immunodominant

epitope as D and the subdominant epitope as S. Vijayakrishnan et al.

(1994) followed antibody levels against these two epitopes in immunized

mice. Surprisingly, the early antibody response was stronger against S
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than D. However, secreted antibodies against S bound so efficiently to

S that they outcompeted the matching BCR and prevented stimulation

of the B cell lineage. By contrast, anti-D antibodies bound with lower

affinity and did not outcompete the matching BCR, allowing that B cell

lineage to receive strong stimulation from the antigen.

Agarwal et al. (1996) found a lower affinity threshold determined by

competition between BCRs for stimulation by helper T cells. They began

by constructing a peptide that had on one side a known B cell antigen of

hepatitis B virus and on the other side a known T cell epitope from the

malaria parasite Plasmodium falciparum. They injected this chimeric

peptide into mice and followed the antibody response. The early IgM

response had specificities that spanned the entire hepatitis B segment.

By contrast, the later IgG response focused on a single epitope in the

hepatitis B segment composed of the four amino acids DPAF.

Single amino acid changes in DPAF destroyed immunodominance by

this epitope, causing nearby epitopes to dominate the IgG response. The

anti-DPAF antibodies had affinities between 8- and 60-fold higher than

antibodies against neighboring epitopes. Agarwal et al. (1996) showed

that the high-affinity response against DPAF suppressed B cells initially

activated against neighboring epitopes. Immunodominance depended

on competition for antigen-specific helper T cells, which are limiting

during the initial stages of an immune response. The stronger-binding

BCRs take up antigen and present to T cells more efficiently than do

the weaker-binding competitors. Insufficient T cell stimulation leads to

suppression of B cell clones.

In later experiments, Agarwal and Rao (1997) manipulated the size of

the helper T cell pool. Reduced numbers of T cells allowed IgM response

but prevented the switch from the IgM stage to the IgG stage. This sup-

ports the hypothesis that competition for T cell help is the rate-limiting

step in the transition from the broad IgM response to the narrow IgG

response.

EQUILIBRIUM BINDING AFFINITY MAY DETERMINE EARLY RESPONSE

Antibody affinity for epitopes influences initial IgM stimulation and

subsequent competition for immunodominance during the switch to

IgG. What determines antibody affinity to individual epitopes during
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these early phases of B cell competition? Rao (1999) summarizes stud-

ies that rule out mouse MHC genotype and various physical properties

of the epitope such as accessibility within the overall peptide structure.

This led to the hypothesis that the Gibbs free-energy of binding between

epitope and paratope determines antibody affinity, and that the amino

acid sequence of the epitope influences the potential free-energy of the

bond.

Nakra et al. (2000) used various model peptides to show that the affin-

ity of an epitope-specific response depends on the amino acid composi-

tion of the epitope. They suggested that the relative ordering of affinities

for particular epitopes could be predicted by the amino acid sequence

of the epitope. In particular, the amino acid side chains of an epitope

sequence determine the potential free-energy of binding to an antibody

paratope.

Chemical determination of free-energy seems particularly important

in the early phases of antibody response, when the antibodies have not

yet been optimized for binding by affinity maturation. Unoptimized

antibodies do not have strong spatial complementarity of binding; thus

there is less steric and greater chemical constraint on binding at this

stage. After optimization, it may be that greater steric complementarity

of antibody-epitope binding places more emphasis on spatial fit and

reduces the predictability of binding energy based solely on chemical

composition of amino acid side chains.

KINETIC BINDING ON-RATES MAY DETERMINE AFFINITY MATURATION

So far, I have summarized the first stage of antibody selection: IgM-

producing B cells from the naive repertoire compete for T cell help, with

the winner(s) dividing more rapidly and starting on the path to IgG pro-

duction. Equilibrium binding affinity drives this first stage of antibody

competition.

I now turn to the next stage, called affinity maturation (Janeway et al.

1999). During this stage, B cells congregate in germinal centers of the

lymphoid tissue and mutate their antibody paratopes at a high rate.

A selection process favors those mutated paratopes that bind relatively

strongly to antigen, driving affinity maturation of antibodies for the par-

ticular epitopes.
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Rao’s (1999) group studied affinity maturation by continued analysis

of the DPAF epitope in the chimeric hepatitis B and Plasmodium anti-

gen mentioned above. Agarwal et al. (1998) found that the equilibrium

binding affinity of antibodies did not increase over time, supporting ob-

servations in two earlier studies on other systems (Newman et al. 1992;

Roost et al. 1995).

Rao’s group modified their model antigen by substituting cysteine

amino acid residues in the two sites flanking the DPAF epitope (Nayak

et al. 1998). This changes the conformation of the DPAF peptide and

influences the antibody-epitope binding reaction. Nayak et al. (1998)

raised antibodies through affinity maturation against DPAF in the na-

tive antigen and in the cysteine-modified antigen. They then compared

binding of each of the two antibody types against the native and modi-

fied antigen.

Antibodies raised against the native antigen bound with approximate-

ly equal equilibrium affinity to native and modified antigen. Antibodies

raised against the modified antigen also bound at equilibrium approxi-

mately equally against the two antigens. By contrast, the kinetic on-rates

of binding were 50-fold higher for native antibody to native antigen than

for native antibody to modified antigen. Kinetic on-rates were 14- to 25-

fold higher for modified antibody to modified antigen than for modified

antibody to native antigen.

Kinetic on-rates measure rates at which bonds form, whereas equi-

librium affinity measures the ratio of on-rates to off-rates. Selection

during affinity maturation apparently favors faster rates of interaction

with increases in both on-rates and off-rates: the on-rates rise, but the

equilibrium affinity does not change.

In this model system, it appears that B cells compete by rate of anti-

gen acquisition during affinity maturation. B cells with paratopes that

bind more quickly to antigen receive stronger stimulatory signals to di-

vide and to dominate the population in the germinal centers. Thus, the

optimized antibodies bind more quickly to antigen than unoptimized

precursors, but optimized antibodies do not necessarily increase their

equilibrium binding affinity.

In summary, Rao proposed an integrated, dynamic view of how the

specificity of an antibody response develops. The particular details may

turn out to vary in different cases. However, in all cases, progress will re-

quire study of the interactions between molecular structure, the kinetics
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of binding, regulatory control of cellular competition, and immunodom-

inance.

6.2 CTL Immunodominance

CTL immunodominance is not well understood, because it has been

difficult to measure the abundance of CTLs specific for particular epi-

topes. The technical limitations for quantitative assay of specific T cells

may soon be overcome with recently developed methods (Yewdell and

Bennink 1999; Doherty and Christensen 2000).

I mentioned in chapter 4 several factors of antigen processing that

affect CTL immunodominance. These factors include CTL repertoire

shaped by selection against MHC and self-peptide complexes, timing

and quantity of intracellular antigen production by pathogens, uptake

of extracellular antigen by antigen-presenting cells, proteolytic cleavage

of antigens, intracellular transport of peptides, binding to MHC, and

specificity of T cell receptors. In this section, I focus on the relative

abundance of T cell populations with different recognition specificities.

BREADTH AND SPECIFICITY OF CTL RESPONSE

The CTL response can be described by breadth, the number of differ-

ent CTL clones expanded, and by specificity, the number of pathogen

epitopes recognized by the expanded CTL clones (Gianfrani et al. 2000).

The current literature provides varying conclusions about CTL breadth

and specificity. This partly reflects the technical difficulties mentioned

above, but may also occur because the CTL response is variable.

The timing and methods of measurement may influence five aspects

of the observed CTL response (Gianfrani et al. 2000). First, some studies

measure primary CTL response, whereas other studies measure memory

CTLs stimulated by secondary challenge. W. Chen et al. (2000) found that

mouse primary response against influenza is more highly focused on a

few epitopes than is the secondary response. By contrast, Busch et al.

(1998) observed similar kinetics of primary and secondary responses

against four epitopes of Listeria.

Second, persistent viral infections may evolve within a host, causing

the host to develop a sequence of focused CTL responses.

Third, some methods measure relatively rare CTL-epitope combina-

tions better than other methods. Relatively insensitive measurement
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leads to observations of narrow response. Relatively sensitive methods

may pick up relatively weak CTL responses. The existence of a response

does not mean that the response was a significant fraction of the total

CTL expansion.

Fourth, it is often necessary to choose a priori a relatively small panel

of epitopes as probes for the presence of matching CTLs. As the meth-

ods improve to predict CTL epitopes, the number of epitopes observed

to stimulate CTL response will rise.

Fifth, some studies measure CTL response aggregated over several

hosts. Each host may have a relatively narrow response, but hosts may

differ in their choice of epitopes.

With these issues in mind, we can make some sense of the contrast-

ing reports on the diversity CTL response. On the one hand, studies of

influenza (Bednarek et al. 1991; Morrison et al. 1992) and Epstein-Barr vi-

rus (Callan et al. 1998) report a large fraction of CTLs focused on a single

epitope. These studies emphasize the dominance of certain CTL clones

at a particular time during infection within a single host (Murali-Krishna

et al. 1998; Sourdive et al. 1998; Callan et al. 1998). On the other hand,

observed human CTL responses were broad and multispecific against

hepatitis B and C viruses and against HIV (Chisari 1995; McMichael and

Phillips 1997; Rehermann et al. 1996). These pathogens tend to be ge-

netically heterogeneous within a single host and may evolve by escape

mutants in dominant epitopes. Thus, CTL focus may change over the

course of infection within a single host.

Gianfrani et al. (2000) found a broad and multispecific human CTL

memory response against influenza A. However, their measurements

were aggregated over several hosts. Each host tended to respond strong-

ly to a dominant epitope associated with one of its class I MHC alleles

and to have memory CTLs for a small number of other epitopes for that

dominant class I allele and for another class I allele. It seems that a few

CTL clones prevail numerically within each host, but other clones may

be stimulated and hosts may vary in which clones react to a particular

epitope.

TIME OF CTL RECRUITMENT

Three factors influence the relative abundance of expanded T cell

clones: frequency in the naive repertoire, rate of cell division, and time
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of initial expansion. Bousso et al. (1999) studied expansion of CTL clone

abundances in mice against the human MHC allele HLA-Cw3. The re-

sponse was dominated by a few clones. Those dominant clones were not

particularly frequent in the naive repertoire. The relative abundances

did not change between dominant and subdominant CTL clones that in-

creased in abundance from the early to late stages of the T cell response,

suggesting that expanding clones did not vary in their rate of cellular

division.

The dominant CTL clones began their numerical expansion earlier

than subordinate clones. CTL clones double every six to eight hours;

thus a one-day advance in clonal activation causes an 8- to 16-fold dif-

ference in cellular abundance. The timing of initial clonal expansion ap-

pears to control immunodominance in this case. Bousso et al. (1999) did

not determine whether the earlier proliferation of certain clones arose

from binding properties to epitopes that triggered faster activation or

from other causes.

INITIAL STIMULATION BY ENDOGENOUS VERSUS EXOGENOUS ANTIGEN

Naive CD8+ T cells must be activated to proliferate and to become

armed with killer function as CTLs. Naive CD8+ cells are also confined

to the blood and lymph systems and generally do not pass outside to

most tissues, whereas the armed CTLs can exit to infected tissues.

The confinement of naive CD8+ cells raises a paradox (Reimann and

Schirmbeck 1999). To be activated, the CD8+ cells must bind peptide-

MHC class I complexes on the surface of cells with foreign antigen. But

if the infection is not in the blood or lymph compartments, the naive

T cells cannot reach the site of infection. Somehow, the naive CD8+

cells must encounter peptide-MHC class I complexes within the blood or

lymph compartments even though the site of infection may be outside

those compartments.

One possible solution depends on the distinction between endoge-

nous and exogenous antigen (Schumacher 1999; Sigal et al. 1999). The

CD8+ T cell is traditionally thought to bind primarily to pathogen anti-

gens created endogenously within infected host cells. Those antigens

are digested within the cell and transported to the endoplasmic retic-

ulum, where they bind MHC class I molecules. The peptide-MHC com-

plex is then transported to the cell surface, where it becomes available
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to roving T cells. Endogenously generated antigen is confined to the

surface of the cell in which it was produced; thus endogenous antigen

cannot be transported from infected tissues that exclude naive CD8+

cells into the lymph nodes, where CD8+ cells are common.

When an infected cell dies, pathogen antigens become liberated and

exist exogenously. Sigal et al. (1999) showed that naive CD8+ stimu-

lation against a viral infection of peripheral tissue required transport

of exogenous antigen by macrophages or dendritic cells into the lymph

nodes. Dendritic cells are known to take up exogenous antigen in periph-

eral tissues and then to move to lymph nodes (Banchereau et al. 2000;

Watts and Amigorena 2000). In addition, dendritic cells can process ex-

ogenous antigen and present it bound to MHC class I alleles (Reimann

and Schirmbeck 1999). Thus, dendritic cells may serve as scouts in

the peripheral tissue, bringing exogenous antigen to lymph nodes when

stimulated by signs of infection or tissue damage.

How does this scouting network influence antigenic variation? For

pathogens that infect peripheral tissue, CTL stimulation may focus on

those antigens likely to be released exogenously and taken up by den-

dritic cells (or perhaps macrophages). Thus, abundant and stable patho-

gen proteins may be particularly likely to stimulate CTL response. For

example, the capsid proteins of viruses may be more abundant than

replicase enzymes and therefore more likely to be taken up as exoge-

nous antigen.

COMPETITION AND INTERFERENCE BETWEEN CTL CLONES

Immunodominant CTL clones suppress the abundance of subdomi-

nant clones, a phenomenon called immunodomination (see the excel-

lent review by Yewdell and Bennink 1999). Subdominant CTL clones

responded more strongly with alteration or deletion of either the epi-

tope stimulating the dominant CTL clone or the class I MHC molecule

that presents the dominant epitope, or with direct inhibition of the dom-

inant CTL clone (Zinkernagel et al. 1978; Doherty et al. 1978).

Yewdell and Bennink (1999) compare two explanations for immun-

odomination. First, the dominant epitope may interfere with the sub-

dominant epitope for binding and presentation by MHC class I mole-

cules. Such competition within antigen-presenting cells seems unlikely

because CTL recognition of subdominant epitopes is not affected by
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coexpression of dominant epitopes (Mylin et al. 1995; Weidt et al. 1998).

The abundance of epitopes (pathogen peptides) is usually so low that

competition for binding to MHC class I molecules seems very unlikely

(Yewdell and Bennink 1999).

Second, dominant CTL clones may directly or indirectly suppress sub-

dominant clones. This may occur because dominant CTLs clear infected

cells and associated subdominant epitopes too quickly for the weak CTL

stimulation by subdominant epitopes to generate a strong CTL response

(Nowak et al. 1995; Nowak and May 2000). Alternatively, the CTLs may

compete directly at antigen-presenting cells for stimulation. Finally, the

dominant CTLs may be able to suppress subdominant clones by compe-

tition for resources or by expressing suppressive cytokines.

On the whole, the evidence supports the second explanation, in which

dominant clones suppress subdominant clones. Weidt et al.’s (1998)

detailed study of lymphocytic choriomeningitis virus (LCMV) showed

that immunodomination in that system arose from CTLs against domi-

nant epitopes suppressing the viral population to a low level such that

the suppressed viral population in the host stimulates only a weak CTL

response against subdominant epitopes. This supports Nowak et al.’s

(1995) model, in which immunodomination arises by the population dy-

namic consequences of birth and death rates for specific CTL clones and

for viral populations that express matching epitopes.

In particular, Weidt et al. (1998) analyzed CTL response against two

viral strains. The strain WE stimulated a dominant response against

the epitope NP118−126, whereas the strain ESC lacked this dominant epi-

tope and stimulated response against various minor epitopes including

GP283−291. Class I MHC presents the minor epitopes in WE-infected cells,

but does not stimulate significant CTL response. Importantly, CTLs spe-

cific for the subdominant epitope GP283−291 lyse WE and ESC target cells

to the same extent, suggesting that the subdominant epitope is pre-

sented effectively equally on the surfaces of WE and ESC cells. Thus, the

strength of the CTL response is not caused by numerical differences in

epitope presentation on cell surfaces.

The NP118−126-specific CTLs do not directly suppress CTLs against mi-

nor epitopes, because coinfection by WE and ESC produces a significant

CTL response against both NP118−126 and GP283−291, suggesting that ESC

generates a CTL response against GP283−291 without interference by the

WE-induced CTLs against NP118−126.
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Although the dominant CTLs did not directly interfere with the sub-

dominant CTL population, further evidence suggests indirect competi-

tion. Expansion of the dominant CTL clone against NP118−126 and clear-

ance of WE infection occurred more rapidly than did expansion of the

subdominant CTL clone against GP283−291 and clearance of ESC infection.

Either WE or ESC infection activated CD8+ T cells against the minor epi-

tope, but in WE infection those minor-epitope T cells did not expand

into a significant CTL response with lytic activity. It appears that, in WE

infection, the fast development of CTLs against NP118−126 suppressed

the viral load quickly enough that the weaker-stimulated CD8+ T cells

against GP283−291 did not have time to develop into a primary CTL re-

sponse.

These kinetic processes lead to indirect competition. Kinetic control

suggests that immunodomination should be a quantitative phenomenon

ordering epitopes into a hierarchy. An immunodomination hierarchy

has been demonstrated by Wettstein (1986). In addition, factors that

alter the rate of CTL expansion against particular epitopes should be

able to change the dominance hierarchy. Such changes in the hierarchy

occur when the immune system has previously experienced an epitope.

For example, if epitope A dominates epitope B in a naive host, then

prior exposure only to B can reverse the dominance ranking and cause B

to dominate A (Bennink and Doherty 1981; Jamieson and Ahmed 1989;

Cole et al. 1997). This switch apparently occurs because secondary chal-

lenge causes a more rapid CTL response, allowing CTLs against B to re-

duce antigen load quickly enough to suppress a CTL response against A.

CTL REPERTOIRE

Why are CTL responses stronger against some epitopes than others?

It could simply be that the immunodominant epitopes are expressed

more commonly on cell surfaces than subdominant epitopes. However,

Yewdell and Bennink (1999) summarize various lines of evidence argu-

ing against a simple correlation between the abundance of presented

epitopes and immunodominance, for example, the study by Weidt et al.

(1998) described above. Thus, immunodomination of CTL clones ap-

pears to be influenced by biases in the CD8+ repertoire.

Three important questions arise concerning CD8+ biases in the naive

repertoire (Yewdell and Bennink 1999). First, does immunodomination
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arise because more CD8+ cells respond to an immunodominant epi-

tope or because CD8+ clones for immunodominant epitopes divide more

quickly upon initial stimulation? The available data cannot distinguish

between these alternatives.

Second, how does variation between individuals in naive CD8+ reper-

toires influence the hierarchical ordering of epitopes? Individual vari-

ation can occur in self-peptides, TCR genes, and MHC genes. Negative

selection shapes the TCR repertoire to avoid matching to self-peptides.

TCR genes form the building blocks for combinatorial generation of TCR

variability in each individual. MHC genes influence the presentation of

peptides.

Third, independently of self-peptides and TCR genes, do immuno-

dominant epitopes stimulate TCRs more strongly? Favorable structural

attributes of immunodominant epitopes could interact with relatively

constant features of the TCR.

A few studies have compared immunodominance in humans with that

in transgenic mice expressing the same human MHC alleles. Both hu-

mans and transgenic mice recognized the same immunodominant epi-

topes when injected with viruses (Engelhard et al. 1991; Man et al. 1995;

Shirai et al. 1995). Humans and mice that recognized the same peptide-

MHC class I complex used TCRs composed of different Vα and Vβ germ-

line components (Man et al. 1994). Thus, different self-peptides (mouse

versus human) or variable TCR genes do not necessarily influence im-

munodominance, although this is a rather weak conclusion. Instead, im-

munodominance may depend on interactions between structural prop-

erties of the epitopes and relatively constant features of TCRs (Yewdell

and Bennink 1999).

Negative selection against self-peptides can influence CD8+ response

to particular epitopes. This was shown in a study of human infection

by Epstein-Barr virus (Burrows et al. 1994, 1995). Individuals with the

MHC class I allele B8 typically have immunodominant responses against

EBNA3A325−333. The CTLs in this immunodominant response have a

high proportion of the same germline TCR genes; that is, the response

is composed of a very narrow set of CD8+ clones.

CTL response against EBNA3A325−333 cross-reacts to the MHC class I

allele HLA B*4402 when the host lacks this HLA allele. Individuals with

both B8 and B*4402 produce a relatively weak CTL response against

EBNA3A325−333. This weaker CTL response does not cross-react with
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B*4402 and has a TCR gene composition that differs from the TCRs in the

strong CTL response of the B8-positive and B*4402-negative individuals.

Self-reactivity apparently reduced the CTLs that cross-react with B*4402.

Reduction of those dominant CTLs allows other CD8+ clones to expand,

suggesting that the dominant CTLs in the B*4402-negative individuals

suppress those CD8+ clones that expand in B*4402-positive individuals.

ALTERED PEPTIDE LIGANDS

A CTL response depends on binding of the TCR to a peptide-MHC com-

plex. An altered parasite peptide sometimes interferes with or enhances

a CTL response against the original peptide, a phenomenon known as al-

tered peptide ligand (APL) (reviewed by Sette et al. 1994; Jameson and Be-

van 1995; Franco et al. 1995; Moskophidis and Zinkernagel 1995; Davis

et al. 1998; Price et al. 1998; Germain and Štefanová 1999; Madrenas

1999; Abrams and Schlom 2000).

Disruption of the lytic activity in an active CTL response provides one

example of APL antagonism. In this case, the CTL response against the

original epitope can be influenced by the presence of an altered epitope

(peptide) with a small number of amino acid substitutions. The altered

peptide prevents CTL lytic activity against cells expressing the original

epitope. Reduced lytic activity has been observed in HIV (Klenerman

et al. 1994) and hepatitis B virus (Bertoletti et al. 1994). Antagonism by

APLs lowers the clearance rate of viruses carrying the original peptide,

potentially allowing longer survival and greater success of the protected

genotypes within infected individuals.

Gilbert et al. (1998) studied the effects of APLs on the distribution of

strains in a population of Plasmodium falciparum infecting humans in

The Gambia. They examined four variant peptides of the circumsporo-

zoite protein. The peptides cp26 and cp29 have CTL epitopes that bind

the MHC class I molecule HLA-B35, the most frequent MHC class I mole-

cule in their study area. The other two peptides (cp27 and cp28) do not

bind HLA-B35.

The octamers cp26 and cp29 differ only in a single amino acid substi-

tution. Peptide cp26 antagonizes cp29-specific CTLs and cp29 antago-

nizes cp26-specific CTLs. Interference occurs even when the antagonist

occurs in relatively low concentration and is presented on different cells

from the partner epitope. In addition, in vitro studies of T cells from
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hosts unexposed to malaria show that cp26 and cp29 mutually interfere

with induction of primary CTL responses (Gilbert et al. 1998). In vivo

studies in mice also show the same mutual interference of primary CTL

induction (Plebanski et al. 1999).

Mutual interference suggests that hosts jointly infected with cp26

and cp29 will be less effective in clearing parasites than singly infected

hosts or hosts with other combinations of strains. Gilbert et al. (1998)

found hosts jointly infected with cp26 and cp29 more frequently than

expected from population frequencies, suggesting that mutual interfer-

ence of CTL response favors joint survival and transmission of these

strains.

It is clear that APLs sometimes reduce CTL response. In the case of

Plasmodium falciparum, it appears that variant peptides interfere with

immunity sufficiently to influence the distribution of antigenic variation

in the parasite population. It is not clear at present whether APLs have

a significant influence on the antigenic diversity of other parasites.

6.3 Sequence of Exposure to
Antigens: Original Antigenic Sin

The host amplifies specific B and T cell lineages in response to chal-

lenge by foreign antigen. Often the host has several B and T cell specifici-

ties that match the various antigens of a parasite, but the host amplifies

only a subset of matching specificities. I discussed in earlier sections

various factors that influence immunodominance—the particular subset

of antigens that stimulate an immune reaction from among the broader

set of antigens that could potentially stimulate a response.

The sequence in which the host encounters antigenic variants influ-

ences the specificity of the immune response. The first observations

of sequential effects were made on influenza infections (Francis 1953;

Fazekas de St. Groth and Webster 1966a, 1966b). These authors called

sequential effects original antigenic sin because the first antigenic expo-

sure influenced response to later antigens.

Sequential effects in B and T cell responses can occur in various ways.

Figure 6.1a shows the most commonly described pattern. Consider two

variant epitopes, A and A′, at the same antigenic site. The specific im-

mune response a against the original epitope A cross-reacts with the
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Figure 6.1 Three different patterns of original antigenic sin, as described in
the text.

antigenic variant A′. If the host encounters A first, then secondary in-

fection with A′ stimulates a secondary immune response, a, with rel-

atively higher specificity for A and weaker specificity for A′ (original

order). If the host encounters A′ first, then secondary infection with A
stimulates a secondary response, a′, with higher specificity for A′ and

weaker specificity for A (reversed order). This form of cross-reactive in-

terference occurs in CTLs (Good et al. 1993; Klenerman and Zinkernagel

1998) and antibodies (Fazekas de St. Groth and Webster 1966a; Barry

et al. 1999).

Figure 6.1b shows a second pattern of cross-reactive effects between

variants at the same epitope. This case is similar to the first, in which se-

quential stimulation by A and then A′ causes a cross-reactive response

a against secondary challenge by A′ (original order). However, primary

stimulation by A′ does not elicit a response (reversed order). Thus, ini-

tial priming of cross-reactive memory cells by first exposure to A is re-

quired to generate a response to secondary challenge by A′. Fish et al.

(1989) have demonstrated this pattern for antibody response.

The third pattern of sequential effects occurs when parasite challenge

raises a specific immune response against several epitopes (fig. 6.1c). In

this example, the first challenge with a pair of different epitopes, AB,

raises a specific response ab against both epitopes. Secondary chal-

lenge by A′B, in which epitope A is altered, yields a robust immune
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response b against the original variant B but only a weak or absent re-

sponse against the modified epitope A′ (original order). Thus, a strong

response against a constant epitope represses the response against the

changed epitope. This pattern has been observed in sequential influenza

infections (Janeway et al. 1999, p. 411).

It is not known how memory B or T cells reduce stimulation of naive

clones during a secondary challenge. The rapid response from memory

cells may keep parasite density below the threshold required to stim-

ulate naive B or T cells. This would be a form of indirect repression

mediated by the population dynamics of the parasite and the specific

immune cells.

Alternatively, the memory cells may exert a more direct form of re-

pression (Janeway et al. 1999, p. 410). For example, antigen bound to

BCRs on naive B cells stimulates the B cells. But if the bound antigen

also has a free antibody attached to it, the antibody interacts with the

surface receptor FcγRIIB-1 on the naive B cell to repress activity of that

naive B cell. By contrast, antibody bound to antigen-BCR complexes does

not repress memory B cells.

6.4 Problems for Future Research

1. Molecular structure, binding kinetics, and competition between

cellular lineages. Binding kinetics determine winners and losers in the

competition between B cell lineages with different antibody specifici-

ties (Rao 1999). Equilibrium affinity dominates early in the competition,

whereas on-rates dominate later during affinity maturation.

How can one study the biochemical and structural attributes that de-

termine the binding kinetics of antibodies and epitopes? With regard

to equilibrium affinity, one can compare structurally the different anti-

bodies from the naive repertoire in relation to their success in binding

a particular epitope and stimulating its B cell lineage. With regard to

the shaping of on-rates, the hypermutation and selection during affin-

ity maturation produce a lineal sequence of substitutions that enhances

on-rates and perhaps also increases off-rates.

The contrast between the early selection of equilibrium affinity (on:off

ratio) and the later selection of on-rate may provide insight into the

structural features of binding that separately control on-rates and off-
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rates. This is a superb opportunity to relate structure to function via

the kinetic processes that regulate the immune response.

2. Mathematical models and experimental perturbations. Immuno-

dominance results from the kinetics of cellular lineages. Quantitative

models help to develop hypotheses that can be tested by experimental

perturbation. For example, Rao (1999) suggested that competition for

helper T cells determines the expansion of B cell lineages. He tested this

idea by manipulating the pool of helper T cells, and found that reducing

the helper T cell pool did lower stimulation to B cell lineages.

Rao’s quantitative model could be expanded into a mathematical anal-

ysis, with interactions between binding rates, pool sizes for different B

and T cell lineages, and the rules of competition that determine which

lineages succeed. Such a model presents clear hypotheses about the

quantitative interactions that regulate immunity. Those hypotheses call

attention to the sorts of experimental perturbations that should be in-

formative.

3. Nowak’s predator-prey model of competition. Nowak et al. (1995)

developed a mathematical model of immunodominance. Their model

focused on competition between immune cell lineages for stimulation

by epitopes. Immune cells receive relatively stronger stimulation as

their matching epitopes increase in numbers. The strongest immune-

epitope match leads to the largest, immunodominant population of im-

mune cells. That immunodominant lineage expands until its killing ef-

fect reduces the parasite population within the host down to a point of

balance.

At that balance point, the parasite population stimulates division of

the immunodominant population of immune cells just enough to match

the tendency of the immune cell population to die off. In turn, the immu-

nodominant immune cells reduce the parasites just enough to balance

their births and deaths and hold the parasite population at a constant

level. Other immune cell lineages receive weaker stimulation by the par-

asites because of their weaker binding characteristics to epitopes. Those

subdominant lineages decline because the dominant lineage pushes par-

asite abundance down to the point where the weaker stimulation re-

ceived by the subdominant lineages cannot overcome their tendency to

decline.
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The bottom line from this mathematical analysis matches the sim-

plest, standard theory of predator-prey population dynamics: the most

efficient predator reduces the prey down to a level where less efficient

predators cannot survive.

Can such idealized mathematical models capture the complex molec-

ular and kinetic details of the immune response? The answer depends

on one’s point of view. On the one hand, immunodominance is shaped

in part by competition between lineages of immune cells, and thus the

population dynamics of competition contribute in some way to the pat-

terns of immunodominance. On the other hand, the model abstracts

away many aspects of regulatory control, such as the role of helper T

cells, the distinction between equilibrium binding affinity and kinetic

on-rates of binding in different phases of the immune response, and

structural properties that govern affinity and cross-reactivity.

The mathematical abstraction pays off as long as one understands

the goal: to bring into sharp focus a hypothesis about how essential

processes shape immunodominance. For example, Nowak et al.’s (1995)

model predicts that essential properties of population dynamics and

stimulatory thresholds matter. Some of the studies described in the

text support this prediction. If one suspects that the distinction between

equilibrium affinity and kinetic on-rates matters in an essential way for

immunodominance, then an extended mathematical model would pro-

vide testable predictions about that aspect of the system.

I emphasize these issues here because the dynamics of immune cells

and parasite populations within each infected host provide one of the

few subjects that has been developed mathematically (Nowak and May

2000). The simple principles from those models do seem to be impor-

tant, if only because the rules of population dynamics must play a key

role in shaping how populations of immune cells and parasites interact.

One can, of course, make more specific mathematical models to pre-

dict the dynamics of particular parasites or the role of particular mo-

lecular mechanisms. Those specific models require empirical study of

their specialized predictions. And that is exactly what we want: tests of

clearly and logically formulated quantitative predictions.

4. Helper T cell epitopes in an antibody response. Helper T cells pro-

vide an important stimulus in the development of an antibody response.

As B cells bind antigen to their BCR, they often pull the antigen into the
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cell. The B cells process protein antigens into small peptides, bind those

peptides to MHC class II molecules, and present the peptide-MHC com-

plexes on their cell surfaces. Helper T cells with matching specificity in

their TCRs bind the peptide-MHC complexes and stimulate the B cells.

Thus, an antigen must have two epitopes to stimulate a robust B cell

response with affinity maturation. One epitope binds the BCR, and a

second must survive digestion and be presented on the B cell surface

bound to a class II molecule for the TCR of a helper T cell.

Several factors likely affect the degree to which helper T cell epitopes

modulate the immunodominance of B cell epitopes. These factors in-

clude the proximity of the two epitopes, the binding kinetics of the T

cell epitope to the TCR, the nature of the helper T cell signal that pro-

vides stimulation to the B cell, and the population dynamics of the helper

T cell lineages with different TCR specificities. For example, Shirai et al.

(1999) showed that the proximity of a helper T cell epitope to a B cell epi-

tope can influence development of the antibody response. In particular,

a helper T cell epitope near the hypervariable region of the hepatitis C

virus envelope gene aids in generation of antibodies to the hypervariable

region.

5. CTL versus antibody response. Antibody attack favors antigenic

variation in parasites’ surface molecules. By contrast, CTLs favor varia-

tion in any parasite molecule that can be presented by the host’s MHC

system. The balance of antibody versus CTL defense affects the popula-

tion dynamics of the parasites within the host, the time before clearance,

and the memory properties of host immunity against reinfection (Seder

and Hill 2000). The factors that tip an immune response toward anti-

body, CTL, or a mixture of the two are not fully understood (Constant

and Bottomly 1997; Power 2000). Studies of model systems sometimes

show a sharp dichotomy between CTL and antibody response controlled

by a simple variable such as antigen dosage (Menon and Bretscher 1998).

But the immune response to many viruses includes robust antibody and

CTL attack (Knipe and Howley 2001).

As more parasite genomes are sequenced, it may be useful to look

at which potential antigenic sites do in fact show significant variation.

Those highly variable sites can be studied to determine if they are CTL

or antibody epitopes, providing clues about which type of immunity

imposes the strongest selective pressure on the parasite.



7 Parasite Escape
within Hosts

Specific immunity favors parasites that change their epitopes and escape

recognition. In this chapter, I summarize examples of parasite escape

and the consequences for antigenic diversity within hosts.

The first section presents HIV and hepatitis C virus (HCV) as two

pathogens that evolve within hosts to escape specific immunity. HIV

variants escape recognition by CTLs, whereas HCV variants escape rec-

ognition by specific antibodies. HIV also diversifies its surface molecules

in order to attack different cell types. Changing tissue tropisms over

the course of an infection provide an additional force to drive the evolu-

tion of parasite diversification within hosts. HIV and HCV are both RNA

viruses, which mutate frequently and evolve rapidly. The importance

of within-host immune escape by random mutations in DNA-encoded

pathogens remains to be studied.

The second section describes how parasites interfere with host immu-

nity. For example, viruses may disrupt MHC presentation of antigens,

send misleading signals to natural killer cells, block programmed cell

death (apoptosis) of infected cells, or express cytokines that alter im-

mune regulation. In some cases, parasite antigens may lack variation

because the parasite repels immune attack by interfering with host im-

munity rather than altering the specificity of its epitopes.

The third section focuses on parasites that escape host immunity by

switching gene expression between variants stored within each genome.

A single parasite expresses only one of the variants from the archival

genomic library. Each parasite lineage changes expression from one

stored gene to another at a low rate. As host immunity builds against

a common variant, one or more newly expressed variants can rise. The

host must then build another specific immune response against the new

variants. Parasites that switch variants in this way may gain by extending

the total time of infection. Additionally, switching may help to avoid the

immunological memory of a previously infected host.

The fourth section introduces processes that enhance or retard the

coexistence of antigenic variants within hosts. If antigenic variants com-

pete for a common resource, such as host cells or a limiting nutrient,
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then one competitively dominant variant tends to drive the other vari-

ants extinct. Resource specialization allows different variants to coexist,

for example, when each variant attacks a different cell type. Spatial vari-

ation in the density of resources can allow different variants to dominate

in different compartments of the host’s body.

The final section takes up promising issues for future research.

7.1 Natural Selection of Antigenic Variants

In several pathogens, a changing profile of antigenic variants charac-

terizes the course of infection within a single host. Natural selection

favors variants that escape immune recognition, although escape is of-

ten temporary. Selection may also favor diversification of the pathogens

for the ability to attack different types of host cells. I briefly summarize

a few examples.

SIV AND HIV

Soudeyns et al. (1999) identified the regions of the HIV-1 envelope

under strong selective pressure by analyzing the pattern of nucleotide

changes in the population. They compared the rate of nonsynonymous

(dN) nucleotide replacements that cause an amino acid change versus

the rate of synonymous (dS) nucleotide replacements that do not cause

an amino acid change. A high dN/dS ratio suggests positive natural

selection favoring amino acid change; a low dN/dS ratio suggests nega-

tive natural selection opposing change in amino acids (Page and Holmes

1998; see chapter 15 below).

Soudeyns et al. (1999) found that regions of the envelope gene under

strong positive selection corresponded to epitopes recognized by CTLs.

The nonsynonymous substitutions in these epitopes typically abolished

recognition by a matching CTL clone. The population of viruses accu-

mulated diversity in the dominant epitopes over the course of infection

within hosts. These results suggest that CTL attack based on specific

recognition drives the rapid rate of amino acid replacements in these

epitopes.

Kimata et al. (1999) studied properties of simian immunodeficiency

virus (SIV) isolated from early and late stages of infection within indi-

vidual hosts. The early viruses infected macrophages, replicated slowly,

and the viral particles were susceptible to antibody-mediated clearance.
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The late viruses infected T cells, replicated more than 1,000 times faster

than early viruses, and were less sensitive to antibody-mediated clear-

ance.

Kimata et al. (1999) did not determine the viral amino acid changes

that altered cell tropism of SIV. Connor et al. (1997) found that changes

in the host cell coreceptors used by early and late HIV-1 correlated with

changes in cell tropism, but it is not yet clear which changes are essential

for the virus’s tropic specificity. Connor et al. (1997) did show that the

population of early viruses used a narrow range of coreceptors, whereas

the late viruses were highly polymorphic for a diverse range of host

coreceptors. Clearly, the virus is evolving to use various cell types.

The relative insensitivity of late SIV to antibody apparently depended

on increased glycosylation of the envelope proteins (Chackerian et al.

1997). The late viruses with increased glycosylation were not recog-

nized by antibodies that neutralized the early viruses. Viruses that es-

cape antibody recognition gain significant advantage during the course

of infection (Chackerian et al. 1997; Rudensey et al. 1998). Kimata et al.

(1999) showed that, when injected into a naive host, the late SIV did

not stimulate as much neutralizing antibody as did the early SIV. Addi-

tional glycosylation apparently reduces the ability of antibodies to form

against the viral surface. Presumably the glycosylation also hinders the

ability of the virus to initiate infection; otherwise both early and late

viruses would have enhanced glycosylation.

Both the early, macrophage-tropic SIV and the late, T cell–tropic SIV

used the host coreceptor CCR5 (Kimata et al. 1999). That observation

contrasts with a study of early and late HIV-1 isolated from individual

hosts, in which Connor et al. (1997) found that early, macrophage-tropic

viruses depended primarily on the CCR5 coreceptors, whereas the pop-

ulation of late viruses had expanded coreceptor use to include CCR5,

CCR3, CCR2b, and CXCR4.

Many recent studies focus on HIV diversification within hosts (e.g.,

Allen et al. 2000; Goulder et al. 2001; Saha et al. 2001).

HEPATITIS C VIRUS

Farci et al. (2000) obtained hepatitis C virus (HCV) samples at various

stages of infection within individual hosts. They sequenced the envelope

genes from these samples to determine the pattern of evolution within
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hosts. They then compared the evolutionary pattern with the clinical

outcome of infection, which follows one of three courses: clearance in

about 15% of cases; chronic infection and either slowly or rapidly pro-

gressive disease in about 85% of cases; and severe, fulminant hepatitis

in rare cases.

Farci et al. (2000) sampled three major periods of infection: the in-

cubation period soon after infection; during the buildup of viremia but

before significant expression of specific antibodies; and after the host’s

buildup of specific antibodies.

The sequence diversity within hosts identified two distinct regions

of the envelope genes. The hypervariable region evolved quickly and

appeared to be under positive selection from the host immune system,

whereas other regions of the envelope genes had relatively little genetic

variation and did not evolve rapidly under any circumstances. Thus, the

following comparisons focus only on the hypervariable region.

Those hosts that eventually cleared the virus had similar or higher

rates of viral diversification before antibodies appeared than did those

patients that developed chronic infection. By contrast, after antibod-

ies appeared, chronic infection was correlated with significantly higher

viral diversity and rates of evolution than occurred when the infection

was eventually cleared. It appears that hosts who cleared the infec-

tion could contain viral diversity and eventually eliminate all variants,

whereas those that progressed to chronic infection could not control

viral diversification. The rare and highly virulent fulminant pattern had

low viral diversity and rates of evolution. This lack of diversity suggests

either that the fulminant form may be associated with a single viral lin-

eage that has a strong virulence determinant or that some hosts failed

to mount an effective immune response.

GENERALITY OF WITHIN-HOST EVOLUTION OF ANTIGENS

HIV and HCV share several characters that make them particularly

likely to evolve within hosts. They are RNA viruses, which have rela-

tively high mutation rates, relatively simple genomes, simple life cycles,

potentially high replication rates, and potentially high population sizes

within hosts. HIV and HCV also typically develop persistent infections

with long residence times in each host. If the mutation rate per nucleo-

tide per replication is 10−5 and the population of viruses is on the order
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of 1010 within a host, then there are 105 point mutations at every site in

every generation. For every pair of sites, there will usually be at least one

virus that carries mutations at both sites. Thus, there is a tremendous

influx of mutational variation.

Other RNA viruses such as influenza also have high mutation rates

and potentially large populations within hosts, but the hosts typically

clear infections within two weeks. Some within-host evolution very likely

occurs, but it does not play a significant role in the infection dynamics

within hosts.

DNA-based pathogens produce much less mutational variation per

replication. But large population sizes, long infection times, and hy-

permutation of epitopes could still lead to significant evolution within

hosts. At present, the persistent RNA infections have been studied most

intensively because of their obvious potential for rapid evolutionary

change. As more data accumulate, it will be interesting to compare

the extent and the rate of within-host evolutionary change in various

pathogens.

7.2 Pathogen Manipulation of Host Immune Dynamics

Pathogens use several strategies to interfere with host immunity. A

parasite’s exposed surface antigens or candidate CTL epitopes may lack

variation because the parasite can repel immune attack. I do not know

of any evidence to support this idea, but it should be considered when

studying candidate epitopes and their observed level of antigenic varia-

tion.

Several reviews summarize viral methods for reducing host immunity

(e.g., Spriggs 1996; Alcami and Koszinowski 2000). Some bacteria also

interfere with immune regulation (Rottem and Naot 1998). I list just

a few viral examples, taken from the outline given by Tortorella et al.

(2000).

Some viruses interfere with MHC presentation of antigens. Cases oc-

cur in which viruses reduce MHC function at the level of transcription,

protein synthesis, degradation, transport to the cell surface, and main-

tenance at the cell surface.

The host’s natural killer (NK) cells attack other host cells that fail

to present MHC class I molecules on their surface. Viruses that inter-

fere with normal class I expression use various methods to prevent NK
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attack, for example, viral expression of an MHC class I homolog that

interferes with NK activation.

Host cells often use programmed suicide (apoptosis) to control in-

fection. Various viruses interfere with different steps in the apoptosis

control pathway.

The host uses cytokines to regulate many immune functions. Some

viruses alter expression of host cytokines or express their own copies

of cytokines. Other viruses express receptors for cytokines or for the

constant (Fc) portion of antibodies. These viral receptors reduce con-

centrations of freely circulating host molecules or transmit signals that

alter the regulation of host defense.

7.3 Sequence of Variants in
Active Switching from Archives

Some parasites store alternative genes for antigenic surface mole-

cules. Each individual parasite usually expresses only one of the alter-

natives (Deitsch et al. 1997; Fussenegger 1997). Parasite lineages change

expression from one stored gene to another at a low rate. In Trypano-

soma brucei, the switch rate is about 10−3 or 10−2 per cell division (Tur-

ner 1997).

Antigenic switches affect the dynamics of the parasite population

within the host. For example, the blood-borne bacterial spirochete Bor-

relia hermsii causes a sequence of relapsing fevers (Barbour 1987, 1993).

Each relapse and recovery follows from a spike in bacterial density. The

bacteria rise in abundance when new antigenic variants escape immune

recognition and fall in abundance when the host generates a specific

antibody response to clear the dominant variants.

Many different kinds of parasites change their surface antigens by al-

tering expression between variant genes in an archival library (Deitsch

et al. 1997; Fussenegger 1997). This active switching raises interesting

problems for the population dynamics and evolution of antigenic vari-

ation within individual hosts. I briefly describe some of these problems

in the following subsections.

STOCHASTIC SWITCHING VERSUS ORDERED PARASITEMIAS

In Trypanosoma brucei, lineages switch stochastically between vari-

ants. Turner and Barry (1989) measured the switch probability per cell
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Table 7.1 Log10 of probability of switching between antigenic variants in Try-
panosoma brucei

1.22 1.3 1.61 1.62 1.63 1.64

1.63 −2.7 −2.7 −2.3
1.64 −3.4 −3.4 −3.4
1.64 −3.0 −3.8 −3.1
1.64 −3.4 −2.6 −4.0
1.64 −2.7 −2.2 −5.7

Values are from Turner and Barry (1989). The numbers in the column headings
and row labels are names for particular antigenic variants. Table entries show
log10 of the switch probability per cell per generation.

per generation for changes between particular antigenic types. Each en-

try in table 7.1 shows log10 of the probability that a cell expressing a

particular variant, designated by a number in the left column, switches

to another variant designated by a number in the column headings.

The different rows in table 7.1 summarize data from five separate ex-

periments. Overall, it appears that each type can potentially switch to

several other types, with the probability of any transition typically on

the order of 10−4 to 10−2. Trypanosoma brucei stores and uses many

different antigenic variants, perhaps hundreds (Vickerman 1989; Barry

1997). Thus, the limited sample in table 7.1 does not provide a compre-

hensive analysis of switch probabilities between all types.

Switches between types within a cellular lineage occur stochastically.

But the sequence of variants that dominate sequential waves of para-

sitemia tends to follow a repeatable order (Gray 1965; Barry 1986). For

example, figure 7.1 shows the date at which different variants first ap-

peared in Trypanosoma vivax infections of rabbits. Some separation

occurs between variants that arise early versus late.

Temporal separation in the rise of different antigenic variants allows

trypanosomes to continue an infection for a longer period of time (Vick-

erman 1989). If all variants rose in abundance early in the infection, they

would all stimulate specific immune responses and be cleared, ending

the infection. If the rise in different variants can be spread over time,

then the infection can be prolonged.

The puzzle is how stochastic changes in the surface antigens of indi-

vidual parasites can lead to an ordered temporal pattern at the level of

the population of parasites within the host (Agur et al. 1989; Frank 1999;
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Figure 7.1 The sequence of appearance for nineteen antigenic variants of Try-
panosoma vivax in rabbits. Each column shows a different antigenic variant.
The rows are the day since inoculation at which a variant was first detected
during an infection. The days of measurement are, from bottom to top, 12, 19,
26, 33, 40, and 47/55, where data from days 47 and 55 are combined in the
top row. Barry (1986) collected data from six rabbits. The diameter of each
circle shows, for each variant, the frequency of rabbits in which a variant first
appeared on a particular day following inoculation. I discarded variants for
which there were observations from fewer than five of the six rabbits. I have
arbitrarily ordered the variants from those on the left that appear early to those
on the right that appear late. The vertical bars crudely group the variants into
categories defined by time of appearance.

Turner 1999). Four hypotheses have been developed, none of which has

empirical support at present. I briefly describe each idea.

First, the antigenic variants may differ in growth rate. Those that

divide more quickly could dominate the early phases of infection, and

those that divide more slowly could increase and be cleared later in the

infection (Seed 1978). Computer studies and mathematical models show

that variable growth rates alone can not easily explain wide separation in

the times of appearance of different variants (Kosinski 1980; Agur et al.

1989). Only with a very large spread in growth rates would the slowest

variant be able to avoid an immune response long enough to develop an

extended duration of total infection. Aslam and Turner (1992) measured

the growth rates of different variants and found little difference between

the variants.

Second, parasite cells may temporarily express both the old and new

antigens in the transition period after a molecular switch in antigenic

type (Agur et al. 1989). The double expressors could experience varying

immune pressure depending on the time for complete antigenic replace-

ment or aspects of cross-reactivity. This would favor some transitions
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to occur more easily than others, leading to temporal separation in the

order of appearance for different antigenic variants. This model is rather

complex and has gained little empirical or popular support, as discussed

in several papers (Barry and Turner 1991, 1992; Agur 1992; Muñoz-

Jordán et al. 1996; Borst et al. 1997).

Third, the switch probabilities between antigenic variants may be

structured in a way to provide sequential dominance and extended in-

fection (Frank 1999). If the transition probabilities from each variant

to the other variants are chosen randomly, then an extended sequence

of expression cannot develop because the transition pathways are too

highly connected. The first antigenic types would generate several vari-

ants that develop a second parasitemia. Those second-order variants

would generate nearly all other variants in a random switch matrix.

The variants may arise in an extended sequence if the parasite struc-

tures the transition probabilities into separate sets of variants, with only

rare transitions between sets. The first set of variants switches to a lim-

ited second set of variants, the second set connects to a limited third set,

and so on. Longer infections enhance the probability of transmission to

other hosts. Thus, natural selection favors the parasites to structure

their switch probabilities in a hierarchical way in order to extend the

length of infection.

Turner (1999) proposed a fourth explanation for high switch rates

and ordered expression of variants. The parasite faces a trade-off be-

tween two requirements. On the one hand, competition between para-

site genotypes favors high rates of switching and stochastic expression

of multiple variants early in an infection. On the other hand, lower effec-

tive rates of switching later in an infection express variants sequentially

and extend the total length of infection.

Many Trypanosoma brucei infections in the field probably begin with

infection by multiple parasite genotypes transmitted by a single tsetse

fly vector (MacLeod et al. 1999). This creates competition between the

multiple genotypes. According to Turner (1999), competition inten-

sifies the selective pressure on parasites to express many variants—

variation allows escape from specific immunity by prior infections and

helps to avoid cross-reactivity between variants expressed by different

genotypes. These factors favor high rates of stochastic switching.

The effective rate of switching drops as the infection progresses be-

cause the host develops immunity to many variants. Effective switches
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occur when they produce novel variants, and the rate at which novel vari-

ants arise declines over the course of infection. Those novel variants,

when they do occur, can produce new waves of parasitemia, promoting

parasite transmission.

Turner’s idea brings out many interesting issues, particularly the role

of competition between genotypes within a host. But his verbal model

is not fully specified. For example, delayed expression of some variants

and extended infection depend on the connectivity of transition path-

ways between variants, an issue he does not discuss. The problem calls

for mathematical analysis coupled with empirical study.

ROLE OF PRIOR EXPOSURE

Hosts that have recovered from an infectious parasite that switches

antigenic type may retain immune memory for many antigenic variants.

Successful reinfection would require a parasite to express a variant for

which the host lacks specific memory. Antigenic variants expressed

from an archival library can help a parasite to overcome immune mem-

ory of previously infected hosts.

The role of antigenic variation in avoiding immune memory from prior

infections depends on several factors. How many variants stimulate

memory during a typical infection? What percentage of infected hosts

recover and survive? What is the rate of death among surviving hosts

(population memory decay) relative to the rate at which naive, newborn

hosts enter the population? What percentage of hosts suffer a primary

infection? What percentage become reinfected?

Again, these interacting quantitative factors can be combined into a

mathematical model. A model would suggest what conditions must be

met for archival antigenic variation to be an effective strategy to avoid

host immune memory.

7.4 Ecological Coexistence of Variants within a Host

Two or more antigenic variants may coexist within a host during a per-

sistent infection. Various processes tend to promote or destroy coexis-

tence.
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Figure 7.2 Pathways of interaction between a host resource, R, two popula-
tions of parasites with different antigenic types, x and y , and two populations
of specific immune cells, Ix specialized for x, and Iy specialized for y . (a) The
various direct effects of an increase in y . Effects over more than one step are
obtained by multiplying the signs along the paths. For example, an increase in
y has a negative effect on R, which in turn has a positive effect on x, which has
a positive effect on Ix. Thus, an increase in y depresses Ix because the product
of the two positive arrows and one negative arrow is negative. (b) An example
of an indirect feedback effect. A change in y has an additional, indirect effect
on Ix via its pathway to Iy . The path to Iy from y is positive, and the return
path to y is negative, yielding a net negative effect. Continuing on from y to
Ix produces another negative component, so the product of the entire indirect
pathway is positive. (c) Additional feedback loops and indirect effects.

PREDATOR-PREY FEEDBACK WITH SPECIFIC IMMUNE CELLS

Consider two variants, x and y , each variant attacked by specific im-

munity, Ix and Iy . In the simplest case of persistence, each matching pair

fluctuates independently. Thus, as x increases, Ix rises and causes x to

decline. A decline in x lowers stimulation and causes Ix to fall, which

allows x to rise, and so on. A similar cycle happens with the predatory

immune type, Iy , preying on the antigenic type, y .

RESOURCE COMPETITION

It could be that the two cycles progress independently, with coexis-

tence of the antigenic types. Or there can be various forms of coupling

between the cycles. For example, the parasite types x and y may com-

pete for a host resource, R, such as host cells to infect or the uptake of

a limiting nutrient (Smith and Holt 1996).

Direct competition between the parasite variants creates indirect in-

teractions between the specific immune types. Consider what happens
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if y increases. Figure 7.2a shows that a rise in y stimulates Iy and re-

duces the available host resources, R. A drop in R depresses x, which

in turn lowers stimulation to Ix. Overall, if we ignore all feedbacks, an

increase in y enhances Iy , and depresses x and Ix.
Feedbacks occur, and their consequences must be followed. Contin-

uing with the example, figure 7.2b shows that a rise in Iy grazes y to

a lower value, allowing host resources, R, to recover, which enhances x
and stimulates Ix. Figure 7.2c shows that several other feedbacks exist

even in this highly oversimplified network of interactions—to trace all

consequences is beyond normal intuition. Analysis requires mathemat-

ical models (Nowak and May 2000).

For this particular example, it turns out that resource competition by

itself typically reduces the potential for coexistence of antigenic variants

compared with the case in which no competition occurs. If Iy drives y
to extinction in the absence of competition, then additional competition

for resources will usually not save y . Rather, the competition from x
further decreases y ’s chances for survival.

Several studies suggest that resource competition between parasites

may sometimes influence the within-host dynamics of infection. In per-

sistent malaria infections, competition between Plasmodium for suscep-

tible erythrocytes apparently plays an important role (Gravenor et al.

1995; Hetzel and Anderson 1996; Gravenor and Lloyd 1998). Wodarz

et al. (1999) proposed that the spread of human T cell leukemia viruses

(HTLV-1) between host cells is limited by availability of susceptible, un-

infected T cells.

Turner et al. (1996) inferred density-dependent effects on the growth

rate of the blood-borne parasite Trypanosoma brucei. Although Tur-

ner et al. (1996) did not demonstrate parasite competition for host re-

sources, it seems likely that some resource limitation arises because of

the very high parasite densities that occur at peak parasitemia, on the

order of 106 to 107 parasites per ml of blood. These studies did not

directly discuss antigenic variation, but they suggest that resource com-

petition may be important.

RESOURCE SPECIALIZATION

Antigenic variants may specialize on different host resources. For

example, parasite surface molecules may influence tropism for host cell
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type or efficiency in uptake of different host nutrients. To the extent that

antigenic variants do differ in their use of host resources, coexistence

becomes easier to maintain by reducing the direct competition between

the variants.

Variation in tissue tropism appears to be associated with antigenically

variable surface molecules in Neisseria gonorrhoeae (Gray-Owen et al.

1997; Virji et al. 1999). In Neisseria, variable cell tropism may be impor-

tant in sequentially colonizing different tissues as invasion and spread

develop, with little direct competition between the antigenic variants.

HIV provides a potential case of competition and resource specializa-

tion between variants. Connor et al. (1997) found changes in corecep-

tor use by early and late HIV-1 correlated with changes in cell tropism.

The population of early viruses used a narrow range of coreceptors,

whereas the late viruses were highly polymorphic for a diverse array of

host coreceptors. As the population of viruses builds and depresses the

abundance of commonly infected cell types, diversification to different

cell tropisms reduces competition.

SPATIAL SEGREGATION

Variable resource concentration can also favor antigenic diversity.

Consider a contrast between two antigenic variants. The first has a sur-

face antigen that provides superior entry into host cells, but this variant

is cleared at a higher rate. The second variant has a lower rate of entry

into host cells, but is cleared at a lower rate. The first type interferes

with the second when both are common.

This infection-clearance trade-off can promote coexistence by spatial

segregation. For example, host compartments with low resource lev-

els cannot sustain the first type—limited host cells reduce the produc-

tion rate below the high clearance rate. The second, weaker competitor

dominates. By contrast, in compartments with high resource levels, the

stronger type dominates by outcompeting the weaker type.

OTHER FACTORS

There are, of course, many other factors that influence the abundance

of antigenic variants and immune cells. The immunogenicity of the anti-

genic types may differ, varying the rate of parasite killing and the stimu-

latory signals to the immune cells. Each parasite carries many different
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antigenic determinants, raising once again issues of immunodominance,

which must be understood in terms of populations of parasite variants

and populations of immune cells with matching specificities.

Each factor can have complex dynamical consequences. Mathematical

studies show that even rather simple interactions often lead to fluctuat-

ing abundances because of the nonlinear processes inherent in popula-

tion dynamics. Thus, fluctuating abundances of antigenic variants and

matching immune specificities may often occur in persistent infections

(Nowak and May 2000).

7.5 Problems for Future Research

1. Mutational distance required for escape. How many amino acid sub-

stitutions are needed for new variants to escape immunity against the

original epitope? Does escape usually arise from a single substitution,

or are multiple substitutions often required? If laboratory mice can be

used as a model, it would be interesting to infect replicates of a common

host genotype by a cloned pathogen genotype. One could then study the

relative effect of genotype and stochastic factors on the number of sub-

stitutions in escape variants and the genetic pattern of diversification

in escape. I discuss relevant preliminary studies in later chapters on

experimental evolution.

2. Transmissibility of escape variants. Epitopes often occur in key

surface molecules used for attachment or in important enzymes such

as replication polymerases. Escape variants gain by avoiding specific

immunity but may impose costs by lowering other components of par-

asite fitness. I mentioned earlier that SIV isolated late in infections had

increased glycosylation of surface antigens that reduced susceptibility

to antibodies. The glycosylation also reduced the degree to which vi-

ruses stimulated an antibody response when injected into new hosts. It

would be interesting to know if glycosylation reduces transmissibility

or some other component of viral fitness.

Escape within a host does not necessarily reduce transmissibility or

other components of fitness. Goulder et al. (2001) studied human moth-

ers with the MHC allele B27 infected by HIV-1. B27 recognizes an im-

munodominant and highly conserved CTL epitope in the viral Gag pro-

tein. Escape mutants at this epitope persist and enhance progression to
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disease. Mothers can transmit this escape variant to their offspring, who

then target a subdominant B27 epitope and fail to contain the infection.

These escape variants remain stable and do not revert to the original

type when passaged in cell culture. It would be interesting to study sim-

ilar issues with SIV, in which it would be possible to do experiments in

vivo and test whether there is a fitness cost associated with CTL escape.

3. Dynamics of infection in parasites that switch between archival

variants. Antigenic switching from archival libraries generates inter-

esting dynamics within the host. Typically, the first variants increase

rapidly, causing a high density of parasites within the host. Specific im-

munity then rises against those initial variants, causing a decline in the

parasite population within the host. The initial, dense parasitemia gen-

erates variants by occasional switching. The variants rise in abundance

during or after the decline of the first parasite burst.

These dynamics point to several questions. What is the basic tim-

ing for the initial growth of the parasite population, the rise in specific

immune cells, and the decline in the initial parasitemia? What are the

densities and the diversity of antigenic variants during the initial para-

sitemia? What are the timings and the shapes of the growth curves for

the populations of antigenic variants?

At what parasite density do the variants begin to stimulate a specific

immune response? That stimulatory threshold sets the pace at which

the host can raise a new wave of immunity to combat the second parasite

wave. How many variants rise in the second wave? What is the timing

and pattern of new variants generated by parasites in the second wave?

How do the coupled dynamics of specific immune cell populations and

matching parasite variants together determine the total length of infec-

tion and the fluctuating density of parasites available for transmission?

What determines the order in which parasite variants rise in successive

parasitemias?

4. Immune dynamics in different body compartments. Different par-

asite surface molecules may cause infection of different body compart-

ments. The surface molecules that affect tissue tropism may also be

strong antigenic determinants. I mentioned that diversifying tissue tro-

pisms during the course of an infection can diversify antigenic variation

within the host. In addition, the dynamics of host immunity and the
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ability of immune effectors to attack parasites likely vary among body

compartments. Thus, variants with certain tropisms may sequester

themselves in refuges from immune pressure. These protected sites

may provide a source of chronic infection or generate relapses after ap-

parent clearance of the initial infection.
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8 Genetic Variability
of Hosts

In this chapter, I discuss the ways in which host immune responses

vary genetically. Host variability affects the relative success of different

parasite epitopes and the distribution of antigenic variants.

The first section reviews host variation in specific recognition. MHC

alleles are highly polymorphic—different hosts usually have different

MHC genotypes and therefore recognize different spectrums of parasite

epitopes. By contrast, limited genetic variability occurs in the germline

genes that encode the antibody and T cell binding regions. Instead, vari-

able antibody and T cell binding sites arise by somatic recombination.

Somatic mechanisms to generate variation may buffer the need for hosts

to vary genetically.

The second section summarizes genetic polymorphisms in immune

regulation. Hosts vary genetically in many of the controls of immune re-

sponse. This variation leads to differences in the thresholds that trigger

immunity and in the intensity of particular immune effectors deployed

against parasitic attack. Quantitative differences in immune regulation

can affect the intensity of selection on antigenic variants and the im-

munodominance of host responses against different variants. Immu-

nodominance, in turn, defines the selective pressures that shape the

distribution of antigenic variants.

A few major polymorphisms have been found in the promoters of

cytokines, molecules that regulate key aspects of the immune system.

Different promoter genotypes correlate with better or worse success in

combating certain pathogens. Regulatory polymorphisms may be main-

tained by trade-offs, in which a more intense immune response clears

parasites more effectively but also causes more collateral tissue damage

to the host.

Major regulatory polymorphisms have different alleles at high fre-

quencies, each allele with a significantly different effect on immune re-

sponse. High frequencies and large effects make such polymorphisms

relatively easy to find.

Rare variants of small effect undoubtedly occur throughout the im-

mune regulatory cascade, maintained by a balance between mutation
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and selection. Each individual probably carries several minor regula-

tory variants, causing significant quantitative genetic variability between

hosts in the regulation of the immune response.

The final section takes up promising issues for future research.

8.1 Polymorphisms in Specificity

MHC

Polymorphisms sometimes occur in host molecules that directly bind

to parasites. For example, the MHC class I and II alleles are the most

polymorphic of all human genes. The three main class I loci for present-

ing peptides, designated A, B, and C, currently have 175, 349, and 90

alleles described, respectively.

The class II molecules have separate designations for individual com-

ponents of each molecule. The highly polymorphic components tend

to be in the β1 chains that contact bound peptides (Marsh et al. 2000).

The β1 chains for the DR, DQ, and DP class II molecules currently have

246, 44, and 86 alleles described, respectively. The IMGT/HLA online

database lists recent allelic counts for both class I and class II loci, as

described in Robinson et al. (2000; see http://www.ebi.ac.uk/imgt/hla/).

The MHC molecules bind to parasite peptides and present those pep-

tides to T cells. Differences in MHC genotype cause significant variation

between hosts in their ability to bind particular antigenic variants (Yew-

dell and Bennink 1999). Many studies have shown associations between

MHC genotype and disease susceptibility (Hill 1998).

The MHC molecules also shape the TCR repertoire. As T cells mature

in the thymus, they bind to MHC molecules presenting self-antigens.

Those TCRs that bind too strongly cause the associated T cells to die.

Those TCRs that bind too weakly fail to provide sufficiently strong rein-

forcing signals, again causing the associated T cells to die. Less than 1%

of T cells pass these checks (Marsh et al. 2000). Thus, the particular MHC

alleles of each individual strongly influence the naive TCR repertoire.

Variant naive repertoires lead to different TCR clones being stim-

ulated in different individuals when challenged by the same epitope

(Maryanski et al. 1996, 1999). Because helper T cells influence anti-

body response and other aspects of immune regulation, the variable TCR

repertoire may have additional consequences beyond CTL variability.
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Proteolysis of antigens and transport of peptides determine the pep-

tides available for MHC binding. Strong challenge by a particular para-

site could lead to selection favoring or disfavoring specific patterns of

proteolysis. However, I am not aware of any evidence for polymorphism

in proteolytic enzymes. The peptide transporter, TAP, is polymorphic:

the two subunits, TAP1 and TAP2, have six and four sequences listed

in the IMGT/HLA database (Robinson et al. 2000). So far, no functional

differences between alleles have been found (Marsh et al. 2000).

TCR GERMLINE

Different TCR germline loci somatically recombine and mutate to gen-

erate the DNA that codes for the variable, antigen-binding part of the

TCR (Janeway et al. 1999). These generative mechanisms allow each

individual to produce a huge variety of TCR binding specificities.

The intensity of direct selection on germline polymorphisms may be

rather weak because specific recognition of antigens depends primarily

on somatic mechanisms to create variability. However, the germline

alleles do set the initial conditions on which somatic processes build, so

it is certainly possible that germline polymorphisms influence individual

tendencies to react to particular antigens.

The limited data currently available indicate that some germline poly-

morphisms exist for the TCR (e.g., Reyburn et al. 1993; Hauser 1995;

Moffatt et al. 1997; Moody et al. 1998; Sim et al. 1998; see http://imgt.

cines.fr). One interesting study found an interaction between a human

germline polymorphism in a subunit of the TCR (VA8.1) and an MHC

class II polymorphism (HLA-DRB1) (Moffatt et al. 1997). The authors

analyzed two variants of the VA8.1 allele and the six most common

HLA-DRB1 alleles. Individuals with enhanced allergic response to a dust

mite antigen tended to have one of the two VA8.1 variants combined

with the HLA-DRB1*1501 allele.

Moffatt et al. (1997) measured allergic response by the titer of IgE an-

tibodies, which stimulate allergic symptoms (Janeway et al. 1999). Most

likely, the TCR and MHC class II polymorphisms influence IgE via helper

T cells—TCR binding to antigens presented by MHC class II stimulates

helper T cells, which in turn play a role in antibody stimulation. Thus,

specific recognition by the TCR and MHC can affect specific recognition

by antibodies (Shirai et al. 1999).
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Su et al. (1999) compared different TCR germline alleles across sev-

eral vertebrate species in a phylogenetic analysis. Differences between

species do not directly influence antigenic variation in parasites unless

the parasites infect different species. But phylogenetic comparisons

may illuminate the forces that shape TCR germline variability within

species.

BCR GERMLINE

The variable portion of the B cell receptor (BCR) develops by somatic

recombination and mutation similar to the processes that generate vari-

able TCRs. Antibodies are secreted forms of the BCR. I found only one

report of a major germline polymorphism in the alleles that make up

the variable components of the BCR. The same polymorphic alleles at

a single BCR germline locus occur in both rabbits and snowshoe hares,

suggesting that this polymorphism was inherited from a common an-

cestor and maintained for a long time in each species (Su and Nei 1999).

Hauser (1995) suggested that somatic hypermutation (affinity matura-

tion) of the BCR provides a buffer between the germline and the matured

BCR specific for particular antigens. The TCR has limited somatic muta-

tion after the initial genetic recombinations, perhaps exposing germline

TCRs to more intense selective pressures than BCRs. However, lack of

observed variability in germline BCR genes may simply reflect limited

study.

MATCH TO VARIANT CELLULAR RECEPTORS

Major deletions of cellular receptor genes can interfere with parasites

that depend on those receptors for binding or entry into cells. For exam-

ple, the human CCR5 gene encodes a coreceptor required for HIV-1 to

enter macrophages. A 32-bp deletion of this gene occurs at a frequency

of 0.1 in European populations. This deletion prevents the virus from

entering macrophages (Martinson et al. 1997; O’Brien and Dean 1997;

Smith et al. 1997).

Hill (1998) reviews cases in which variations in the hosts’ vitamin D

and other cellular receptors are associated with susceptibility to various

diseases. It is not clear whether minor variants of cellular receptors

occur sufficiently frequently to favor matching variation of parasites for

attachment to those receptors.



GENETIC VARIABILITY OF HOSTS 115

8.2 Polymorphisms in Immune Regulation

EXAMPLES OF QUANTITATIVE VARIABILITY

Stimulation of naive CD4+ helper T cells leads to proliferation of ei-

ther TH1 or TH2 helper T cells. TH1 response typically stimulates CTL

proliferation, whereas TH2 response typically stimulates antibody pro-

duction.

Several studies have found genetic variation among hosts in the reg-

ulation of TH1 versus TH2 response. In mice, the actions of multiple

genetic loci combine to determine regulation of TH1 versus TH2 against

Leishmania infections (Coffman and Beebe 1998; Power 2000). Mice that

develop a TH1 response control infection because Leishmania can be

cleared by CTLs. By contrast, those mice that develop a TH2 response

fail to clear infection because Leishmania cannot be controlled by a dom-

inant antibody response.

In pigs, polygenic control has been observed for several traits in-

cluding antibody response, with an important contribution of non-MHC

loci; proliferative and cytokine responses of mononuclear blood lym-

phocytes, such as T cells, B cells, and natural killer (NK) cells; T cell–

mediated inflammatory response to innocuous antigens (delayed-type

hypersensitivity); and the total number and relative proportions of the

various kinds of blood-borne immune cells (reviewed by Edfors-Lilja

et al. 1998). High heritabilities have been estimated for several of these

traits.

Studies of other organisms have also found polygenic control of quan-

titative immune responses outside the MHC region (Biozzi et al. 1982).

Linkage studies of mice have begun to map locations of genes that in-

fluence quantitative variability in components of immunity (Puel et al.

1995; Wu et al. 1996). Many studies of humans report nucleotide poly-

morphisms in promoters of cytokines and other immune regulatory loci

(Daser et al. 1996; Agarwal et al. 2000; Terry et al. 2000). Some human

polymorphisms are associated with differential response to particular

diseases (Hill 1998; Foster et al. 2000).

INTERLEUKIN 6 (IL6) PROMOTER POLYMORPHISM

IL6 plays a central role in the regulation of immunity (Janeway et al.

1999). It stimulates hepatic acute phase response to infection, induc-
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tion of fever, differentiation and activation of macrophages and T cells,

growth of B cells, and many other functions (Terry et al. 2000). Many

cell types release IL6 in response to infection or irritating stimuli.

The rate of gene expression regulates plasma levels of IL6 because

this cytokine is cleared rapidly from circulation. Various transcription

factors and steroid hormones interact with the promoter region of this

gene to produce synergistic combinations of positive and negative stim-

uli for transcription (Terry et al. 2000).

Terry et al. (2000) sequenced the promoter region of IL6 for 442 hap-

lotypes from 221 humans. They found polymorphisms at three nucleo-

tide sites and a variable-length AT run. These promoter polymorphisms

influenced expression level in a nonadditive way—a single nucleotide

change may have been associated with higher or lower levels of expres-

sion depending on other variable sites in the haplotype. In addition, the

IL6 polymorphisms influenced expression in different ways in response

to different stimulatory signals and when in different cell types.

The three single nucleotide polymorphisms are separated by 25 and

398 nucleotides. The GGG combination occurs in 54% of haplotypes,

AGC in 40%, and GCG in 5%.

It is not clear what processes maintain this polymorphism. I consider

a few possibilities in the remainder of this section and in the following

sections.

Each haplotype could be associated with a particular variant of the

coding region for IL6, thereby linking the pattern of gene expression

to different properties of the cytokine. However, Terry et al. (2000) se-

quenced the coding region from twenty individuals and found no poly-

morphisms. Thus, positive interactions and linkage between promoters

and coding regions seem unlikely in this case.

Alternatively, polymorphisms that affect phenotype are often main-

tained by a balance between the rate at which deleterious mutation adds

variability and the rate at which selection can remove deleterious mu-

tants. Mutation-selection balance probably explains a significant por-

tion of the total quantitative genetic variability observed in populations

(Barton and Turelli 1987).

Mutation-selection balance usually matches a high-frequency allele

maintained by selection against a distribution of low-frequency mutant

variants. Natural selection culls those lower-fitness variants, but mu-

tation maintains a constant flow of new variants. For the IL6 polymor-
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phism, mutation-selection balance cannot explain the similar frequen-

cies of the two dominant haplotypes, because neither haplotype is a

rare mutational variant of the other. Mutation-selection balance proba-

bly does explain the two rare trinucleotide haplotypes at frequencies of

less than 1% observed by Terry et al. (2000).

Daser et al. (1996) and Mitchison (1997) suggested that heterozygosity

in cytokine promoters enhances flexibility of the immune response. En-

hanced flexibility could occur in heterozygotes by increasing the range

of inputs that control the response kinetics of the cytokine.

Heterozygote advantage could explain the observed frequencies of

the two common haplotypes if fitnesses are ordered as GGG/AGC >

GGG/GGG > AGC/AGC, in which the heterozygote is more fit than ei-

ther homozygote. However, by this scenario of heterozygote advantage,

many individuals would carry lower-fitness homozygote genotypes. Giv-

en the three haplotype frequencies listed above, the expected frequency

of homozygotes would be the sum of the squared haplotype frequencies,

or 45%.

The frequency of heterozygotes would be increased by a larger num-

ber of promoter haplotypes. But such diversity would mean that any

individual carried two randomly chosen haplotype patterns of regula-

tory control among the possible haplotypes. It is difficult to image how

complementarity between diverse regulatory haplotypes would occur.

MHC CLASS II PROMOTER POLYMORPHISM

Several studies describe promoter polymorphisms of the class II loci

(Louis et al. 1993; Reichstetter et al. 1994; Guardiola et al. 1996; Cowell

et al. 1998; Mitchison et al. 2000). These regulatory polymorphisms can

affect the relative expression of the class II alleles in different cell types.

For example, Louis et al. (1994) and Vincent et al. (1997) showed that

different class II alleles at the HLA-DRB locus are expressed at differ-

ent levels. Variable transcription rates were associated with nucleotide

polymorphisms in the promoters of these alleles.

The class II molecules present antigens to the helper T cells. Those

helper T cells tend to differentiate into type 1 or type 2 (TH1 versus TH2)

responses. The TH1 versus TH2 split influences the balance between

several immune effector functions, particularly CTLs favored by TH1

and antibodies favored by TH2.
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Cowell et al. (1998) and Mitchison et al. (2000) have argued that levels

of MHC class II expression, under the control of regulatory polymor-

phisms, influence the tendency for TH1 versus TH2 response. Higher

class II expression appears to trigger a cascade leading toward TH1

helper T cells, whereas lower class II expression favors development

of TH2 helper T cells. Thus, variable regulatory genotypes can influence

important aspects of the hosts’ immune responses.

Cowell et al. (1998) propose two processes by which heterozygosity

in MHC class II regulatory regions might be favored. First, they suggest

that in a heterozygote “one pattern of expression could favor differen-

tiation of TH1 cells while another could favor TH2’s, so that the two in

combination together would generate a balanced immune response.”

Heterozygote advantage imposes a severe cost, because a binary trait

such as high or low expression causes at least 50% of the population to

be homozygous and therefore at a disadvantage. Tissue-specific expres-

sion or intermediate expression does not require heterozygosity with the

associated cost of frequent, disadvantaged homozygotes.

Cowell et al. (1998) propose a second explanation in which promot-

ers are advantageously linked to particular MHC alleles. They argue

that “the TH1-favoring [pattern of expression] might become associated

with exons involved in resistance to infections best dealt with by TH1

cells, and the TH2-favoring pattern with resistance to infections needing

TH2’s.”

The available data do not provide a clear test of synergism between

particular promoters and class II alleles. The most interesting informa-

tion comes from sequences of the promoter regions linked to different

class II HLA-DRB1 alleles. Louis et al. (1993) found that divergence of

promoters followed the phylogenetic history for the linked structural

alleles.

Continuous divergence of promoters as a function of phylogenetic

distance suggests drifting changes constrained by the balance between

mutational input and selection to maintain functional integrity. There

may also be a tendency for compensatory nucleotide changes, in which

one slightly deleterious substitution is compensated by a second substi-

tution at a different site (Hartl and Taubes 1996; Burch and Chao 1999).

Phylogenetic divergence does not rule out Cowell et al.’s (1998) hy-

pothesis of functional synergism between promoter and allele. Common

phylogeny provides the background for all evolutionary divergence, but
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other processes can occur. For example, functionally synergistic associ-

ations may exist between nucleotides in promoter and structural regions

that cannot be explained by common phylogeny.

BENEFITS AND COSTS OF CYTOKINE EXPRESSION

Increased expression of the immune response can have both benefits

and costs. On the positive side, a more intense immune response may

clear infections more rapidly. On the negative side, immune effectors

can often be harsh medicine, causing collateral damage to host tissues.

Promoter polymorphisms may be maintained by the balance between

effective clearance and tissue damage. For example, the human IL1 pro-

moter polymorphism affects expression of the pro-inflammatory cyto-

kine IL1β. Increased expression of this cytokine plays an important

role in stimulating the inflammatory immune response against the wide-

spread gastric pathogen Helicobacter pylori (Jung et al. 1997). Host ge-

notypes with stronger IL1β responses probably clear the infection more

effectively, but also suffer greater gastric tissue damage and a higher

risk of gastric cancer (El-Omar et al. 2000).

A different trade-off occurs between high and low expression of IL10

during HIV-1 infection (Shin et al. 2000). Humans homozygous for a

more active promoter variant of IL10 had a significantly delayed on-

set of AIDS relative to hosts either heterozygous or homozygous for a

less active promoter. IL10 inhibits macrophage proliferation (Kollmann

et al. 1996; Schols and De Clercq 1996), possibly reducing the number

of activated macrophages available for viral replication. In this case,

down-regulation of an immune effector, the macrophages, appears to

reduce viral spread. Against other pathogens that do not replicate in

macrophages, high IL10 expression and reduced macrophage prolifera-

tion may favor the pathogen.

MAJOR POLYMORPHISMS VERSUS RARE VARIANTS

The examples of variable regulatory control all have major polymor-

phisms in promoters, with two or more alternative haplotypes at sig-

nificant frequencies. Initial screening would naturally turn up major

polymorphisms rather than rare variants, which would be harder to de-

tect. But each regulatory element inevitably has some rare variants in

the population. Mutation provides a constant influx of such variants;
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natural selection culls those variants slowly in proportion to their neg-

ative effects on fitness.

The balance of mutation and selection almost certainly creates quan-

titative variability in every aspect of immune regulation. Each individual

likely has several rare mutants spread across different regulatory steps,

causing variable quantitative genetic profiles for the thresholds to trig-

ger responses and the intensities of responses.

The balance of mutation and selection sets the amount of quantita-

tive variability in each regulatory component. The influx of quantitative

variability depends on how mutations translate into quantitative effects

on regulation. The culling of variation depends on the intensity of nat-

ural selection acting on the particular regulatory step. Steps that affect

fitness relatively weakly will accumulate relatively more variation, un-

til a balance of mutation and selection occurs. Steps that affect fitness

strongly will accumulate relatively less variation. In each case, the vari-

ation in fitness will be roughly the same.

The major polymorphisms likely arise by processes in addition to

mutation-selection balance. In those cases, various trade-offs between

immune control of parasites and collateral damage probably balance

the fitnesses of different variants. The collateral damage may be inflam-

matory or other negative effects of a hyperimmune response, as in the

gastric tissue damage promoted by IL6. Or more rarely, the damage may

arise from reducing the proliferation of immune cells that normally con-

trol pathogens but also can be the target of parasitic attack. This latter

trade-off appears to occur in IL10 control of macrophages in the context

of HIV-1 infection.

Regulatory variability may sometimes alter immunodominance be-

cause cytokines modulate positive and negative stimulation of T and

B cell clones. Badovinac et al. (2000) provide a hint of how regulatory

cytokines influence immunodominance of a CTL response in mice. In

their study, normal levels of interferon-γ were associated with about a

5-fold ratio of immunodominant to subdominant T cell clones for two

Listeria monocytogenes epitopes. By contrast, reduced interferon-γ was

associated with roughly equivalent clonal expansion of CTLs specific for

these two epitopes.

Badovinac et al.’s (2000) study shows that variations in nonspecific

components of immune regulation may affect immunodominance. Im-

munodominance, in turn, affects the intensity of selection on particular
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pathogen epitopes. Thus, variations in immune regulation may influ-

ence patterns of antigenic variation.

8.3 Problems for Future Research

1. Effects of antigenic variation on MHC diversity. Parasites may fa-

vor change in the frequencies of host MHC alleles. For example, the

human class I MHC molecule B35 binds to common epitopes of Plasmo-

dium falciparum’s circumsporozoite protein (Gilbert et al. 1998). The

B35 allele occurs in higher frequency in The Gambia, a region with en-

demic malaria, than in parts of the world with less severe mortality from

malaria.

It would be interesting to know if variant epitopes influence the fre-

quency of matching MHC alleles. For example, one epitope variant may

be common in one location and another variant common in another lo-

cation. Do those variants affect the local frequencies of MHC alleles in

the host population? This question focuses attention on the kind of

selection pressure parasites impose on MHC alleles.

Each MHC allele may have a qualitative relationship with each par-

ticular epitope, in that one amino acid substitution in the epitope can

have a large effect on binding. But over the lifetime of an individual,

each MHC type meets many potential epitopes from diverse parasites.

Thus, MHC alleles vary quantitatively in the net benefit they provide by

their different matches to the aggregate of potential epitopes. It may

be rather rare for a single parasite to impose strong, sustained pressure

on a particular MHC allele. Perhaps only major killers of young hosts

can cause such strong selection. Mathematical models could clarify the

nature of aggregate selection imposed on MHC alleles.

2. Effects of MHC diversity on antigenic variation. Does the distri-

bution of MHC alleles in the host population shape the distribution of

antigenic variants?

It would be interesting to compare parasites in two locations, each

location with hosts that have different frequencies of MHC alleles. In

principle, differing host MHC profiles could influence antigenic varia-

tion. But the pattern of selection may be complex. Each epitope could

potentially interact with several MHC alleles. The net effect depends on

the balance of fitness gains by an escape substitution against one MHC

allele and the potential costs of that substitution in terms of functional
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performance and the possibility of creating enhanced binding to other

MHC alleles.

It would also be interesting to compare parasites that attack only a

single host species with those that attack multiple vertebrate species.

The generalist parasites face variable selective pressures in the different

hosts.

3. Regulatory variability of immune response. I described a few major

polymorphisms in immune regulatory promoters. I also listed several

hypotheses to explain those polymorphisms: linkage with synergistic

coding regions, mutation-selection balance, and heterozygote advan-

tage. These explanations lack empirical support, and the case of het-

erozygote advantage may also have logical flaws.

I reviewed two cases in which the costs and benefits of a more potent

regulatory stimulus may favor polymorphism. In one example, host

genotypes with stronger IL1β responses probably clear infection by He-

licobacter pylori more effectively, but also suffer greater gastric tissue

damage and a higher risk of gastric cancer.

In another example, humans with a more active promoter of IL10 had

a significantly delayed onset of AIDS. IL10 inhibits macrophage prolifer-

ation, possibly reducing the number of activated macrophages available

for HIV-1 replication. Against other pathogens that do not replicate in

macrophages, reduced macrophage proliferation may favor the patho-

gen against the immune system.

Mathematical analysis could establish the necessary conditions to

maintain polymorphism for controls of the immune response by trade-

offs between high and low expression. Such models would clarify the

kinds of experiments needed to understand these polymorphisms.

4. Effects of regulatory variability on antigenic diversity. Two pos-

sibilities come to mind. First, different patterns of immune regulation

may affect immunodominance (Badovinac et al. 2000). Second, immune

regulation may affect the intensity and duration of memory. Immuno-

logical memory shapes antigenic diversity because a parasite often can-

not succeed in hosts previously infected by a similar antigenic profile.

5. Regulatory variability as model for quantitative variability. The

widespread genetic variability of quantitative traits forms a classical un-

solved puzzle of genetics. To solve this puzzle, one must understand

the links between nucleotide variants, the regulatory control of trait de-
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velopment and expression, and fitness. The immune system is perhaps

the most intensively studied complex regulatory system in biology. This

chapter provided a glimpse of how it may be possible to link genetic vari-

ation to immune regulatory control and its fitness consequences. The

studies done so far focus on major polymorphisms. But it may soon

be possible to study rare variants and their association with regulatory

variability and susceptibility to different pathogens. This may lead to

progress in linking quantitative genetic variability and the evolution of

regulatory control systems.



9 Immunological
Variability of Hosts

A host often retains immunological memory of B and T cells stimulated

by prior infections. Upon later inoculation, a host rapidly builds defense

from its memory cells. Each host acquires a unique memory profile

based on its infection history.

In this chapter, I discuss the immune memory profiles of the host

population. The following chapter describes how the structuring of im-

munological memory in the host population shapes the structuring of

antigenic variation in parasite populations.

The first section reviews the immune processes that govern immuno-

logical memory. I emphasize the rate at which a host can generate a

secondary immune response and the rate at which immune memory

decays. These rate processes determine how immunological memory

imposes selective pressure on antigenic variants.

The second section discusses the different consequences of immuno-

logical memory for different kinds of parasites. For example, antibody

titers tend to decay more rapidly in mucosal than in systemic locations.

Thus, selective pressures on antigenic variation may differ for parasites

that invade or proliferate in these different compartments. Cytopathic

viruses, which kill their host cells, may be more susceptible to antibod-

ies, whereas noncytopathic viruses may be more susceptible to CTLs

that kill infected host cells. The different memory responses of anti-

bodies and CTLs may impose different selective pressures on antigenic

variation of cytopathic and noncytopathic viruses.

The third section describes the immunodominance of memory. The

memory profile may differ from the pattern of immunodominance dur-

ing primary infection. The immunodominance of memory affects the

ease with which new parasite variants can spread. If each host has nar-

row memory immunodominance with protection against one or a few

epitopes, then a small number of mutations can escape memory. By

contrast, if hosts have broad memory profiles, then the parasites have

to change simultaneously at many epitopes in order to avoid the hosts’

memory responses.

The fourth section focuses on the cross-reactivity between the anti-

gens of a primary and secondary infection. Sometimes a host first de-
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velops a memory response to a particular antigen, and then is exposed

secondarily to a variant of that antigen. If the secondary variant cross-

reacts with memory cells, then the host may produce a memory response

to the first antigen rather than a primary response to the second antigen.

This original antigenic sin can prevent the host from mounting a vigor-

ous immune response to secondary challenge. It can also prevent a host

from expanding its memory profile as it becomes infected by different

antigenic variants.

The fifth section summarizes the distribution of immune profiles

among hosts. This distribution determines the ability of particular anti-

genic variants to spread. Older hosts tend to have broader profiles be-

cause they have experienced more infections. Maternal antibodies pro-

vide short-term protection to infants, and certain antibody and T cell

responses may provide temporary protection to recently infected hosts.

Finally, the hosts may vary spatially in their prior exposure to different

epitopes, creating a spatial mosaic in the selective pressures that favor

different antigenic variants.

The final section takes up promising lines of study for future research.

9.1 Immunological Memory

Immunological memory causes different immune responses between

primary and secondary exposure to an antigen. Differences include the

speed, intensity, and breadth of reaction. I focus on the consequences

of immunological memory for antigenic variation of parasites. Thus, I

am mostly concerned with how memory affects replication and trans-

mission of the parasite.

MEMORY CELLS

The state of internal memory influences whether secondary response

rapidly clears or only partially reduces secondary infection (reviewed

by Zinkernagel et al. 1996). The X-Y-Z model (Byers and Sercarz 1968)

captures the essential features: X represents a specific, naive B or T lym-

phocyte clone; Y represents a partially differentiated, long-lived memory

state for the specific lymphocyte; and Z represents the short-lived, fully

armed effector cells that do the work of clearing infection.

Studies have supported different components of this model for some

experimental systems. But many conflicting results have been obtained,
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and controversy continues. A recent symposium (McMichael and Do-

herty 2000) and many reviews summarize empirical details and oppos-

ing views (Ahmed and Gray 1996; Zinkernagel et al. 1996; Dutton et al.

1998; Ada 1999; Farber 2000; Gray 2000; Seder and Hill 2000).

AN EXAMPLE

In an antibody response, Y represents the long-lived memory B cell

clones and Z represents the short-lived plasma B cells that secrete anti-

body. Ochsenbein et al. (2000) studied B cell memory against vesicular

stomatitis virus (VSV) infections in mice. They found that memory cells

did in fact live a relatively long time compared with antibody-secreting

plasma cells. The antibody-secreting cells had a half-life of 3–10 days.

Memory cells persisted in the absence of recurrent antigenic stimula-

tion. By contrast, the maintenance of plasma cells and circulating anti-

bodies required continued stimulation by antigens. Circulating antibod-

ies often protect against secondary infection by VSV, whereas memory

cells alone do not.

This example highlights several questions. Are effector cells generally

short-lived or long-lived? Does the maintenance of effectors require

recurrent antigenic stimulation? How long do memory cells live in the

absence of repeated stimulation? How long does it take for memory cells

to differentiate into effector cells? Is there always a sharp distinction

between memory and effector cells, or do some cell types have some

memory attributes (long-lived, easily stimulated) and effector attributes

(directly involved in killing)?

These issues play a crucial role in shaping the immunological struc-

ture of host populations and consequently in the evolution of antigenic

variation. The various conflicting details do not provide a clear picture at

present. But it is possible to discuss how particular memory processes

may affect the evolution of parasite diversity. The next subsection pro-

vides one example.

RECURRENT ANTIGENIC STIMULATION OF ANTIBODY PRODUCTION

How does a host maintain antibody titers after an infection has ap-

parently been cleared? Zinkernagel et al. (1996) and Ochsenbein et al.

(2000) favor the need for internal storage of antigen as a source of recur-

rent stimulation, with perhaps repeated infection as a booster in some
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cases. Others studies have implicated a subset of long-lived plasma

cells as a potential source of continuous antibody production without

the need for recurrent stimulation by antigen (Manz et al. 1998; Slifka

et al. 1998). For our purposes, we can take the following relatively safe

position.

The ratio of plasma to memory cells likely rises with recurrent anti-

genic stimulation. A higher concentration of plasma cells and antibodies

provides greater protection and more rapid clearance. The benefit for

maintaining plasma cells depends on how rapidly the infection develops

within the host. Slow infections may allow memory cells to differenti-

ate into an antibody response sufficiently rapidly to contain the infec-

tion. Fast infections may spread so quickly that memory cells cannot

differentiate antibody-secreting plasma cells fast enough to contain the

infection, but memory cells may aid in eventual clearance.

The immunological structure of host populations as it affects parasite

transmission depends on plasma:memory ratios, which in turn may be

affected by recurrent stimulation by internally stored antigen or extrin-

sic reinfection. Plasma:memory ratios more strongly influence parasites

that grow relatively quickly within hosts.

HELPER T CELL MEMORY

Memory B cells have higher densities of MHC class II molecules on

their surfaces than naive B cells (Janeway et al. 1999). Presumably this al-

lows antigens taken up by the B cell receptor to stimulate more strongly

helper T cells, which in turn signal the memory B cells to differentiate

into antibody-secreting plasma cells.

The CD4+ helper T cells themselves appear to differentiate into a

memory form after sufficient initial stimulation (Janeway et al. 1999).

Memory CD4+ helper T cells provide stronger stimulation to B cells than

do naive CD4+ cells (Scherle and Gerhard 1986; Croft and Swain 1992;

Swain 1994; Marshall et al. 1999).

The speed of an antibody response may be enhanced by CD4+ mem-

ory cells. This raises some interesting questions concerning the selective

pressures that influence antigenic variation in parasites. Suppose, for

example, that during initial exposure a host produces a dominant im-

mune response to a parasite’s B cell epitope, b, and to a CD4+ T cell

epitope, t . Thus, we can write the initial parasite genotype as b/t .
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In a host with memory against the b/t parasite, how well would anti-

genically variant parasites succeed with genotypes b′/t , b/t′ , or b′/t′,
where the primes denote variants? For example, how much advantage

does the host gain by CD4+ memory against a parasite with an altered

B cell epitope, or from the parasite’s point of view, what is the fitness of

the parasite genotype b′/t relative to b′/t′ in a host previously exposed

to b/t? If the difference in fitness is sufficiently large, then the selective

intensity on the epitope t may be strong. This would be interesting to

know because most attention currently focuses on the obviously strong

selective pressure for changes in the epitope b.

Zinkernagel et al. (1996) summarize limited evidence suggesting that

helper T cell memory does not play an important role in shaping anti-

genic variants of parasites. Helper T cells cross-react between influenza

strains (Hurwitz et al. 1984; Mills et al. 1986; Scherle and Gerhard 1986)

and between vesicular stomatitis virus (VSV) strains (Gupta et al. 1986;

Burkhart et al. 1994). This cross-reactivity does not protect hosts against

secondary infection, but it can accelerate antibody response and reduce

the time until clearance (Scherle and Gerhard 1986; Marshall et al. 1999).

In influenza infections, the dominant epitopes of helper T cells focus

on hemagglutinin, a major surface molecule of influenza. The T cell

epitopes are very near the B cell epitopes that dominate protective im-

munity (Wilson and Cox 1990; Thomas et al. 1998). It may be that amino

acid changes in hemagglutinin between antigenically variant strains are

sometimes selected by memory helper T cells. However, for amino acid

replacements in hemagglutinin, it is difficult to separate the potential

role of memory helper T cells from the obviously strong effects of anti-

body memory.

The level of memory helper T cells can be measured by the time re-

quired for naive B cells to switch from initial IgM secretion to later IgG se-

cretion. When assessed by this functional response, helper T cell mem-

ory appears to be short-lived for influenza (Liang et al. 1994) and VSV

(Roost et al. 1990). In mice infected with VSV, memory T cell help that ac-

celerated the IgM to IgG switch lasted only fourteen to twenty-one days.

Other assays find that memory helper T cells remain for several months

after initial infection (Gupta et al. 1986); it appears that eventually the

number of memory cells drops below a threshold or the memory cells

lose a complementary signal. It will be interesting to learn whether lim-
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ited functional helper T cell memory applies generally to all vertebrates

or varies for different hosts or host-parasite combinations.

CD4+ cells have other functions in addition to stimulating B cells. For

example, CD4+ cells influence CTL response and the response of other

effectors such as macrophages. The limited evidence available does

not demonstrate a strong role for CD4+ memory with regard to these

effector-stimulating functions (Stevenson and Doherty 1998); however,

the potentially diverse memory effects for these cells must be consid-

ered (Whitmire et al. 2000).

CTL MEMORY

Important attributes of memory include the speed and intensity of

response to antigen and the time decay of these quantitative responses

(Seder and Hill 2000). CTL memory has been measured in various ways,

for different hosts and different kinds of parasites (Zinkernagel et al.

1996; Dutton et al. 1998; Stevenson and Doherty 1998). Preliminary data

suggest that patterns of immunodominance in the primary response do

not necessarily carry through to the memory pool (Belz et al. 2000; Rick-

inson et al. 2000; Seaman et al. 2000). In some cases, it seems that T

cell clones increased to high abundance in the primary response suf-

fer greater reductions as the cellular populations are regulated in the

memory phase (Rickinson et al. 2000).

A few general conclusions arise from this work: secondary CTL re-

sponses are typically faster and more intense than primary response,

and the strength of the secondary response can decay over time. More

important, the relations between CTL response and clearance depend

strongly on the kinds of parasites.

9.2 Kinds of Parasites

“Every infection is a race” (Mims et al. 1993). The parasites race

against immune effectors, which may eventually kill parasites faster

than they are born. Each kind of parasite has its particular site of infec-

tion, pattern of spread between tissues, and rate of increase. Immuno-

logical memory therefore influences the host-parasite race in a different

way for each kind of parasite.
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In this section, I highlight some of the interactions between immuno-

logical memory and parasite attributes. I discuss memory-parasite in-

teractions with regard to the type of immune cell involved, the kinetics

of parasite spread, and the kinetics of immune effector response.

There are four main classes of immune cells that can be enhanced by

primary infection to provide greater protection against later infections:

plasma B cells, memory B cells, effector T cells, and memory T cells

(Ahmed and Gray 1996).

The plasma cells secrete antibody. These effector B cells usually pro-

duce mature immunoglobulins such as IgG in systemic sites and IgA

on mucosal surfaces. Circulating IgG often remains at significant titers

throughout life. IgG can sometimes prevent infection by binding to in-

oculum before the parasites replicate in the host. IgG causes most cases

of long-lived protective immunity against pathogens such as measles,

yellow fever, polio, mumps, smallpox, and many other viruses and bac-

teria (Plotkin and Orenstein 1999; Knipe and Howley 2001).

IgA is often raised to high titers on mucosal surfaces in response to

infection. IgA antibodies provide effective protection against pathogens

that initially invade mucosal sites, such as influenza through the nasal

mucosa, rotaviruses and many bacterial pathogens via the intestinal mu-

cosa, and gonorrhea via the urethral epithelium (Mims 1987; Ada 1999).

However, IgA titers decline relatively rapidly after infection, lasting on

the order of months rather than years, as is often the case for IgG.

Memory B cells proliferate and differentiate into plasma cells upon

secondary infection. If the pathogen is not immediately cleared by ex-

isting antibodies and the pathogen’s initial replication is relatively slow,

then the memory B cells may have time to differentiate into plasma cells

and clear the pathogen before widespread infection develops. Differen-

tiation of memory B cells into plasma cells depends on stimulation by

CD4+ helper T cells (Ochsenbein et al. 2000).

Once widespread infection becomes established, memory B cells can

help to produce a more specific, rapid, and intense antibody response.

However, the relative roles of antibodies and T cells in clearing estab-

lished infection vary depending on the attributes of the pathogen (Mims

1987; Janeway et al. 1999). For example, Zinkernagel et al. (1996) empha-

sized the distinction between cytopathic (cell-killing) and noncytopathic

viruses. They also distinguished between viruses exposed to antibody
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in the blood or mucosa and those hidden from antibody in peripheral

tissue.

Antibodies play a key role in clearing cytopathic viruses on mucosa

or circulating in the blood. CTLs may be relatively ineffective against

cytopathic viruses when the rate at which viruses infect, replicate, and

kill a cell is greater than the rate at which CTLs kill viruses in infected

cells. The dynamics of this race could be analyzed by mathematical

models that compare the viruses’ birth and death rates in light of the

killing action mediated by antibodies and effector T cells.

For viruses that circulate in systemic infections, memory IgG anti-

bodies may often protect against infection. By contrast, for mucosal

infections such as those by rotaviruses and many bacterial pathogens,

memory IgA antibodies often decline below protection level, but mem-

ory B cells can play an important role in defense by differentiating IgA-

secreting plasma cells (Ahmed and Gray 1996).

Effector CTLs dominate clearance of noncytopathic intracellular path-

ogens and infected peripheral tissue that limits access to antibody (Zin-

kernagel et al. 1996). Effector T cells typically have a short half-life when

not stimulated by antigen. Thus clearance before significant infection

develops can occur by various scenarios. First, recent stimulation by

antigen can boost effector T cell density to protective levels. Stimulation

can occur by persistent antigen maintained in the host or by recurrent

infection. Second, slowly spreading infections may allow differentiation

of effector T cells from memory T cells in time to control initial spread

of the pathogen. Third, memory antibody may clear the pathogen before

the initial infection becomes established.

Lack of symptoms during secondary infection may result from rapid

clearance of the parasite or from control of the infection that still al-

lows some parasite replication and transmission. It is important to dis-

tinguish between clearance and controlled infection when studying the

population dynamics and evolution of the parasite.

In summary, parasite attributes determine the type of host memory

that impedes secondary infection. I mentioned the site of initial inva-

sion (e.g., mucosal versus systemic), the site of widespread infection

(e.g., epithelial, systemic, peripheral), and the lifetime of infected cells

for intracellular parasites (e.g., cytopathic versus noncytopathic). Other

parasite factors can tip the balance between clearance and widespread
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infection of a secondarily inoculated host. For example, the number of

parasites in the inoculum frequently influences whether an infection is

cleared quickly or spreads widely.

These various parasite attributes and the rate parameters that gov-

ern parasite birth and death within hosts must be measured against

the kinetics of immunological memory and the response to secondary

infection. The quantitative outcome influences the selective pressure

imposed on various parasite epitopes by host memory. Such selective

pressure, in turn, shapes the distribution of antigenic variation in para-

site populations.

9.3 Immunodominance of Memory

A host’s immunological memory profile depends on three factors.

First, which parasite variants have infected that host in the past? Sec-

ond, to which epitopes did the host respond?—the immunodominance

of primary response. Third, to which of the primary epitopes has the

host retained memory?—the immunodominance of the memory profile.

The immunological profile of each host and the variation of profiles

between hosts influence the selective pressures imposed on parasite

antigens. For the profile of each host, consider as a simple measure

of immunodominance the number of epitopes to which a host retains

protective antibody. If a host retains protection against n epitopes, then

a variant parasite strain must differ in at least n sites to avoid all mem-

ory. If the mutation rate per site is µ, then the probability is µn that

a progeny of the original strain is an escape variant with all of the n
necessary differences.

Several laboratory experiments of influenza have studied the origin of

escape variants when neutralizing antibody pressure is imposed against

viral epitopes (Yewdell et al. 1979, 1986; Lambkin et al. 1994). For anti-

bodies against only a single epitope, escape variants arise often because

only a single mutation is needed. The mutation rate of influenza is on

the order of µ = 10−5 per nucleotide per generation. Thus, a moderate-

size population of viruses likely has at least a few escape mutants. By

contrast, antibody selection against two or more epitopes rarely yields

escape mutants, because the probability of multiple mutations, µn, be-

comes small relative to the effective size of the population.
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These laboratory experiments show that a broader antibody response

against multiple epitopes impedes the origin of new variants. By con-

trast, a more focused immunodominant response allows the rapid evo-

lution of escape variants.

Similarly, persistent viral infections within hosts respond differently

to narrow versus broad CTL pressure (Wodarz and Nowak 2000). A

highly immunodominant CTL response allows rapid evolution of escape

mutants and continuing change within hosts. By contrast, a broad CTL

response against multiple epitopes impedes the origin of escape variants

and leads to relatively slow evolution of viruses within a host.

To determine the selective pressures imposed on parasite popula-

tions, the immunodominance of each host’s memory profile must be

placed in the context of variation in memory profiles between hosts.

Suppose, for example, that a parasite has two distinct antigenic sites. A

parasite with genotype A/B at the two sites sweeps through the popula-

tion, infecting all hosts. One-half of the host population maintains mem-

ory against both antigens, one-quarter has immunodominant memory

against A only, and one-quarter has immunodominant memory against

B only.

Now consider how this distribution of memory profiles influences the

success of antigenic variants. A mutation at a single site, for example

B, yields an altered parasite, A/B′. This mutant can attack the quar-

ter of the host population with memory only against B. As the para-

site spreads, a second mutation to A′/B′ allows attack of the remaining

hosts.

This example shows that strongly immunodominant host profiles lim-

ited to one or a few sites allow parasite mutants with few changes to

succeed. Once the variant parasite begins to spread between suscepti-

ble hosts, additional mutations allow attack against hosts with different

immunodominant profiles or against hosts that developed broader im-

munity against multiple antigenic sites.

Influenza evolution may proceed by this sort of sequential accumula-

tion of variation, with new epidemic strains differing from the previous

epidemic strain at several sites (Natali et al. 1981; Underwood 1984;

Wang et al. 1986; Wilson and Cox 1990; Lambkin and Dimmock 1996;

Cleveland et al. 1997; Nakajima et al. 2000). Surveys of human popula-

tions and laboratory studies of mice and rabbits support this hypoth-

esis by showing that individuals often have narrowly focused antibody
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responses and that individuals vary in the antigenic sites to which they

develop antibodies.

In the laboratory, studies show that individual mice infected with hu-

man influenza often produce antibody responses focused on a limited

number of antigenic sites—probably just one or two sites (Staudt and

Gerhard 1983; Underwood 1984; Thomas et al. 1998). Individual mice

differed in the antigenic sites to which they raised antibodies. Individ-

ual variation in antibody response probably occurs because stochastic

recombinational and mutational processes generate antibody specificity

(Staudt and Gerhard 1983).

Surveys of human populations find that individuals previously ex-

posed to influenza vary in antibody memory profiles (Natali et al. 1981;

Wang et al. 1986; Nakajima et al. 2000). Wang et al. (1986) studied im-

mune memory profiles of individuals when measured for three nonover-

lapping sites of the hemagglutinin surface glycoprotein. For samples

collected from the early years of the Hong Kong influenza subtype epi-

demics (1969 and 1971), 33% of individuals had antibodies to all three

sites, 50% had antibodies for two sites, and 17% had antibodies for only

one site. Approximately equal numbers of individuals lacked antibody

to any particular site, suggesting that each site was equally likely to stim-

ulate an antibody response. Most individuals sampled in 1978 had anti-

bodies for all three sites. It appears that after several years of repeated

exposure to various strains of the Hong Kong subtype, individuals had

acquired a wider repertoire of antibodies.

Human children tend to have particularly narrowly focused antibody

profiles against influenza (Natali et al. 1981, 1998; Nakajima et al. 2000).

This may occur either because of children’s relatively smaller number

of exposures or because of their narrower response per infection.

These observations on mice and humans support the hypothesis that

individuals have narrowly focused antibody memory and that individu-

als vary in the antigenic sites to which they respond. This combination of

individual focus and population variability creates a heterogeneous pat-

tern of selection on parasites. After a widespread epidemic by a single

parasite type, the parasite must acquire several new mutations before

it can again spread widely through the population. Stepwise changes

can occur by first changing at one site and attacking a subset of the

population with a dominant response against that site. The new mu-

tant strain can then accumulate a second change that provides access
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both to hosts with a dominant antibody response to the second mutant

site and to hosts with antibodies against both the first and second mu-

tant sites. Additional mutations allow attack against broader sets of

immunological profiles.

This description certainly oversimplifies the actual process. However,

the immunodominance of individual hosts for particular epitopes and

the population variability of immune profiles can create important se-

lective pressures on parasites.

9.4 Cross-Reactivity and Interference

A host’s secondary response to an antigen depends on immunological

memory to that antigen. Typically, memory leads to a faster and more

vigorous secondary response. Suppose, however, that a host first de-

velops a memory response to a particular antigen, and then is exposed

secondarily to a variant of that antigen. If the secondary variant cross-

reacts with memory cells, then the host may produce a memory response

to the first antigen rather than a primary response to the second antigen.

A memory response to the first antigen rather than a primary response

to the variant is called original antigenic sin. I reviewed aspects of this

phenomenon in chapter 6.

A memory response based on previously encountered, cross-reactive

antigens has three consequences for the immunological structure of

host populations. First, cross-reaction may aid protection or clearance

against secondary challenge. This occurs if the cross-reactive memory

effectors have sufficient affinity for the variant antigen (Kaverin et al.

2000; Roden et al. 2000; Sonrier et al. 2000; Stalhammar-Carlemalm

et al. 2000).

Second, cross-reaction may interfere with the secondary response.

This occurs when cross-reactive memory effectors do a poor job of clear-

ing secondary challenge but respond sufficiently to repress a new, pri-

mary response against the variant antigen (Good et al. 1993; Klenerman

and Zinkernagel 1998; Nara and Garrity 1998; Ferguson et al. 1999).

Third, the host may fail to develop an increasingly broad memory

profile over the course of repeated exposures to different variants. This

occurs when a new variant stimulates cross-reactive memory rather than

a specific primary response, preventing memory particular for the new
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variant (Fazekas de St. Groth and Webster 1966a, 1966b; Smith et al.

1999).

9.5 Distribution of Immune Profiles among Hosts

The distribution of immune profiles influences selective pressures on

antigenic diversity. Several factors shape the distribution of immunity.

I have already mentioned the immunodominance of individual immune

profiles and the tendency for the pattern of immunodominance to vary

among individuals. I also discussed how cross-reactivity can affect clear-

ance of secondary challenge and the development of memory over a

host’s lifetime. In this section, I add a few more factors that affect the

distribution of immune profiles.

AGE STRUCTURE OF HOSTS

An individual becomes exposed over time to an increasingly diverse

array of parasite genotypes. Thus, older individuals typically have a

broader memory profile than do younger individuals. Age-related pat-

terns have been measured by serological surveys, which describe the

presence or absence of circulating antibodies to a particular strain of

parasite or to a particular antigen. Many surveys have been published

for a wide variety of parasites and hosts (Anderson and May 1991, pp.

49–54).

Here are just a few example pathogens for which broader immunolog-

ical profiles have been reported in older hosts compared with younger

hosts: influenza (Dowdle 1999), Plasmodium (Gupta and Day 1994; Bar-

ragan et al. 1998), human T cell leukemia virus type 1 (HTLV-1) (Larsen

et al. 2000), and hepatitis A, B, and C viruses (Chapman et al. 2000).

The best data on age effects come from studies of the influenza A

virus. Most neutralizing antibodies against influenza bind to hemag-

glutinin, the virus’s dominant surface molecule (Wilson and Cox 1990).

Three major subtypes of hemagglutinin have circulated in human pop-

ulations since about 1890, labeled H1, H2, and H3. Antibodies to one

subtype cross-react relatively little with the other subtypes. Significant

variation occurs within each subtype. Although antibodies to a partic-

ular variant do not always protect against infection by other variants

of the same subtype, the antibodies to variants of a subtype do often

cross-react to some extent.
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Figure 9.1 Percentage of people having antibodies to the three subtypes of
influenza A virus stratified by year of birth. The strains labeled A/strain des-
ignation (subtype) were used to test for antibodies to a particular subtype by
measuring the degree to which blood samples carried antibodies that reacted
significantly against the test strain. Figures were taken from Dowdle (1999),
with permission from WHO. Original data for the top panel from Masurel (1976,
with permission from Elsevier Science) and for the bottom panel from Masurel
(1969, with permission from WHO).

These patterns of cross-reaction allow one to measure immunological

profiles of individuals with regard to previous exposure to each of the

three subtypes. By measuring individuals of different ages, a picture

emerges of the past history of exposure and immunity to the different

subtypes.

Figure 9.1a shows the percentage of individuals with antibodies to H1

born in different years. H1 is the subtype that caused the famous 1918
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Figure 9.2 Estimated mortality caused by two widely distributed influenza
pandemics stratified by age of the host. The 1957 pandemic was caused by
an H2 subtype and the 1968–69 pandemic was caused by an H3 subtype. Fig-
ure taken from Dowdle (1999), with permission from WHO. Original data from
Housworth and Spoon (1971), with permission from Oxford University Press.

pandemic that killed tens of millions of people (Oxford 2000). Note that

antibodies against H1 occur in 80–90% of individuals who were less than

twenty years old during the pandemic years, suggesting widespread dis-

tribution of the disease. The drop in the seropositive level for individu-

als born before 1900 may be explained by the typically lower percentage

of adults than children infected by influenza epidemics (Nguyen-Van-

Tam 1998). There may also be some decay in immune memory among

older individuals. The large drop in seroprevalence after 1922 suggests

that H1 declined in frequency after the pandemic. Perhaps because

of widespread immunity to H1, variants of this subtype had difficulty

spreading between hosts.

Figure 9.1b shows a similar picture for the H3 subtype associated with

a pandemic in 1890. Cohorts born in the years before the pandemic had

very high seroprevalence, suggesting widespread infection. Seropreva-

lence declined sharply in those born just after the pandemic, implying

that H3 had nearly disappeared from circulation. Figure 9.1b also shows

data on H2 seroprevalence and a possible pandemic in 1900, but those

data are more difficult to interpret.

Figure 9.2 illustrates the estimated mortality rate associated with in-

fluenza infection in two severe (pandemic) years. The H2 pandemic of
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1957 caused relatively high mortality among older people compared

with the H3 pandemic of 1968–69. Older people often suffer higher mor-

tality from influenza than do younger people (Nguyen-Van-Tam 1998),

so the pattern in 1957 appears to be typical. The contained mortality

among older individuals in 1968–69 may have been caused partly by

immunological memory to the H3 pandemic of 1890 and consequent

protection against this subtype.

The age structure of immunity profiles has probably influenced the

waxing and waning of the various influenza A subtypes over the past 110

years. Influenza causes uniquely widespread and rapid epidemics; thus

the details of age-related immune profiles and antigenic variation likely

differ in other pathogens. Malaria is perhaps the only other disease for

which existing data suggest interesting hypotheses.

In areas with endemic Plasmodium falciparum infection, hosts often

pass through three stages of immunity (Gupta and Day 1994; Barra-

gan et al. 1998; Mohan and Stevenson 1998). Maternal antibodies pro-

vide significant protection for newborns up to six months of age. After

maternal antibodies fade, high infection rates with severe disease fre-

quently occur until the age of two to three years. Acquired immunity

develops gradually over the following years, with significant reduction

in the severity of symptoms. However, even healthy adults often have

subclinical infections. Maintenance of protection requires repeated ex-

posure. Individuals who depart and live in malaria-free areas for many

months become significantly more susceptible upon return (Neva 1977;

Cohen and Lambert 1982).

The slow buildup of immunity partly depends on the high antigenic

variation of Plasmodium falciparum (Marsh and Howard 1986; Forsyth

et al. 1989; Iqbal et al. 1993; Gupta and Day 1994). An individual appar-

ently requires exposure to several of the locally common variants before

acquiring a sufficiently broad immunological profile to protect against

disease (Barragan et al. 1998).

TRANSMISSION OF MATERNAL ANTIBODIES

The rate at which susceptible hosts enter the population plays an

important role in the dynamics of parasite strains. Newborns, memory

decay, and migration provide the main sources of new susceptible hosts.
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The susceptibility of newborns is complicated by maternal transmis-

sion of antibodies (Zinkernagel et al. 1996). Offspring of mice and hu-

mans obtain IgA antibodies in milk and IgG antibodies through the pla-

centa (Janeway et al. 1999, pp. 326–327). IgA protects the gut epithelium

and mucosal surfaces. The newborn inherits circulating IgG titers in the

blood that match the mother’s antibody levels. The infant receives the

particular antibody specificities generated by the mother’s history of ex-

posure to particular antigens. Thus, the infant has a temporary memory

profile that matches its mother’s.

Maternal antibodies have a half-life of 3–6 months (Nokes et al. 1986;

Anderson and May 1991, pp. 49-54). Infection of a baby early in life may

be cleared by maternal antibody, thereby failing to stimulate an immune

response and generate long-lasting memory (Albrecht et al. 1977).

Other vertebrates also transmit maternal antibodies to newborns (Zin-

kernagel et al. 1996). For example, bovines produce highly concentrated

antibodies in the first milk (colostrum), which must be absorbed via the

calf’s gut during the first twenty-four hours after birth (Porter 1972). In

this first day, the calf does not digest the immunoglobulins and is able

to take up most antibody classes by absorption through the gut epithe-

lium. Birds transmit maternal antibodies through the egg (Paul 1993).

SHORT-TERM PROTECTION FROM RECENT INFECTION

IgA antibodies on epithelia can prevent initial infection by pathogens

(Mims 1987, p. 251). For example, IgA may prevent attachment of Vibrio

cholerae to the intestinal epithelium, gonococcus to the urethral epithe-

lium, or chlamydia to the conjunctiva. IgA titers on epithelia often decay

quickly after infection. Thus, protection against infection by IgA typic-

ally lasts for a few months or less.

Most vaccines protect by elevating the level of circulating antibod-

ies and perhaps also memory B cells. The need for occasional vaccine

boosters to maintain protection against some pathogens suggests that

antibody titers or the pool of memory B cells decline in those cases.

When long-term protection requires no boost, it may be that a lower

threshold of antibodies or memory B cells protects against infection or

that some regulatory mechanism of immunity holds titers higher.
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In human influenza, T cells stimulated during infection provide some

protection against later infection (McMichael et al. 1983b). But that pro-

tection wanes over a three-to-five-year period (McMichael et al. 1983a).

A study of chickens also showed T cell–mediated control of secondary

infection (Seo and Webster 2001). In that case, the secondary infection

happened within 70 days of the primary challenge. The time decay of

protection was not studied.

Measurements of memory decay have been difficult partly because

laboratory mice provide a poor model for long-term processes of immu-

nity (Stevenson and Doherty 1998). Laboratory mice typically live up to

two years. It is difficult to separate decay of immunity from aging when

immune memory in a mouse declines over many months.

SPATIAL STRUCTURE OF HOSTS

I discussed above how immune memory profiles may be stratified by

age. Memory profiles may also be stratified by spatial location of hosts.

At present, few spatial data exist. Thus, I confine my comments to a few

conceptual issues.

To begin, consider the temporal pattern of measles epidemics prior

to widespread vaccination (Anderson and May 1991, chapter 6). Data

from England and Wales in 1948–1968 show a regular cycle of epidemic

peaks every two years. The cycle may be explained by the threshold den-

sity of susceptible individuals required for an infection to spread. Just

after an epidemic, most individuals retain memory that protects them

from reinfection. The parasite declines because each infected individual

transmits the infection to an average of less than one new susceptible

host.

The next epidemic must wait until the population recruits enough

newborns who are too young to have been infected in the last epidemic.

An epidemic then follows, leaving most of the population protected until

the next cycle of recruitment and spread of infection. Probably all par-

asite populations wax and wane to some extent as protective memory

spreads with infection and the pool of susceptibles rebuilds by recruit-

ment or by decay of immune memory.

These temporal fluctuations may also be coupled to spatial processes

(Rohani et al. 1999; Earn et al. 2000). Imagine the spatial landscape

of a population as a checkerboard of distinct patches. Epidemics may



142 CHAPTER 9

rise and fall synchronously in all patches, or epidemics may occur asyn-

chronously over space. Suppose, for example, that half of the patches,

labeled P1, have epidemics in odd years, whereas the other half of the

patches, labeled P2, have epidemics in even years. One can visualize this

dynamic landscape by imagining a peak in each patch rising during an

epidemic and falling back to the ground between epidemics. Over an

asynchronous landscape, some peaks are rising and others are falling at

any time.

Measles virus effectively has only one antigenic type—a host’s first

infection and recovery provides lifelong protection. The spatiotempo-

ral landscape of measles spread follows the waxing and waning of the

numbers of infected individuals, driven by immunological memory, re-

cruitment of newborns, and migration between patches.

Now imagine a parasite with distinct antigenic variants, for which

memory to one variant does not provide any cross-protection against

the other variants. The variants behave in effect as completely distinct

parasites. In a patch, the waxing and waning of one variant may be syn-

chronized with or uncoupled from the dynamics of the other variants.

If the variants change asynchronously within patches, then the spatio-

temporal landscape is covered by multiple surfaces of rising and falling

peaks, the surfaces moving independently of each other.

I have discussed infection landscapes in a rather abstract way. But

there is nothing out of the ordinary about hosts spread over space and

infected over time by different antigenic variants of a parasite. The diffi-

culty is to identify what general consequences arise from the interaction

between antigenic variation and spatial processes. The landscape I have

described so far has strains of antigenic variants that do not interact

or interfere with each other. Thus, each strain changes independently

of other strains, and no interaction occurs between space and antigenic

variation.

Now consider antigenic variants for which some pairs of variants

cause cross-reactive memory. It is not so easy to imagine the spatio-

temporal landscape because the spread of each variant has differing

quantitative effects on the dynamics of other variants. One simple anal-

ogy with age structure hints at the sort of processes that may occur.

In influenza, it may be that children have immunodominant memory

focused on only one or a few antigenic sites. In the simplified example

I discussed above, at first a virus strain with two sites, A/B, spreads.
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Patch types

Memory: A/B A'/B A'/B' A/B'

Parasite: A' /B' A/B' A/B A'/B

1 2 43

Figure 9.3 Spatial connectivity of parasite transmission between patches of
hosts with different immunological memory profiles.

Some children develop immunodominant memory against A; other chil-

dren develop immunodominant memory against B. Adults may have

memory for both A and B. Mutant viruses can spread through the en-

tire population in two steps. First, a mutant A′/B can attack children

with memory against A. Then a second mutant, A′/B′ can attack ev-

eryone. The key is that different classes of hosts provide a pathway

of connectivity by which single mutations of the virus can eventually

spread through the entire population.

Connectivity may also occur over space. Figure 9.3 shows four patch

types that have previously been infected by A/B, A′/B, A/B′, and A′/B′,
respectively. This spatial distribution of immunological memory creates

a stepwise pathway of connectivity for a parasite. For example, if a

parasite A′/B′ first invades patch 1, then it can by a single mutation

change into A/B′ and attack patch 2. Single mutational steps take that

parasite to patch 3 and then on to patch 4.

This simplified description of spatial movement highlights two points.

First, patches 1 and 3 fluctuate betweenA/B andA′/B′, whereas patches

2 and 4 fluctuate between A′/B and A/B′. These patch identities occur

because immunological memory to both antigens imposes a barrier to

any variant except the type with changes at both sites. Gupta et al. (1996,

1998) have emphasized the emergence of strain structure caused by

this type of immunologically imposed selection. Second, my description

extends Gupta et al.’s model to spatially structured host populations.

With spatial structure, alternating regions of the host population can be

dominated by the different pairwise sets of parasite strains. I will return

to these issues in the next chapter, which focuses on the population

structure of antigenically variable parasites.

Mathematical models could be developed to explore the interactions

between antigenic variation and spatiotemporal dynamics. However, al-

most no data exist to compare with the models, and so there has been rel-
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atively little work along these lines. Some spatial data exist for influenza,

but the scale of sampling and the measurement of cross-reactivity prob-

ably need to be enhanced before much can be concluded. This will not

be easy to do in the short term. But eventually methods will improve

for typing strains, and more data will become available.

9.6 Problems for Future Research

The processes that govern immunological memory within hosts and

the distribution of immune profiles among hosts remain poorly under-

stood. Throughout this chapter, I have emphasized important topics

for further work. Rather than repeat all of those issues, I list here some

hypotheses about kinetics that deserve study both empirically and math-

ematically. Many patterns of antigenic variation turn on these rate pro-

cesses that drive evolutionary dynamics.

1. Demography. (a) A higher rate of recruitment into the host popula-

tion reduces the selective pressure on antigenic variation. Consider two

species, a long-lived species with an average life span of L years, and a

short-lived species with an average life span of S years. If L = 70, then

newborns replace approximately 1/70th of the population per year. By

contrast, if S = 7, then newborns replace approximately 1/7th of the

population each year. Immunological memory decays faster at the pop-

ulation level in short-lived than in long-lived species, perhaps reducing

the relative fitness advantage of antigenic variants in short-lived com-

pared with long-lived hosts.

If an antigenic variant has a fitness cost relative to the wild type, then

a greater offsetting fitness benefit occurs in the species with longer life

span and fewer naive hosts. Thus, a high-cost variant could gain an

advantage in long-lived but not in short-lived hosts. Antigenic variation

may therefore occur more often in long-lived hosts than in short-lived

hosts.

(b) Highly infectious parasites spread more widely in host populations

and induce a higher percentage of hosts to have immunological memory

against particular antigens. Highly infectious parasites therefore face

more severe selective pressure for antigenic change. Here “highly infec-

tious” means a higher basic reproductive number, R0, that is, a higher

number of secondary infections caused by an infected host in a naive

population. The density of immunological memory in the host popula-
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tion against parasites with different R0s should be studied mathemati-

cally to refine this idea.

(c) Rapidly transmitting parasites face less immunological pressure for

change within hosts. If most parasite transmission occurs before the on-

set of strong, specific immunity, then relatively little pressure for anti-

genic change occurs within each host. But rapidly transmitting parasites

may induce a greater density of immunological memory in the host pop-

ulation as noted in the previous item.

(d) Spatially homogeneous populations develop a higher and more uni-

form density of immunological memory than spatially heterogeneous

populations. All hosts have the same high exposure rate to parasites in

a well-mixed, spatially homogeneous population. By contrast, spatially

heterogeneous populations may maintain temporarily isolated refuges

in which hosts have low exposure. Those refuges could provide a source

of hosts with limited immune memory, reducing the intensity of selec-

tion favoring antigenic variation.

The dynamics are complex because isolated host populations may

have less prior exposure and immune memory but also may be less ac-

cessible to invasion by parasites and less able to transmit parasites back

into the bulk of the host population. The net effect depends on the spa-

tial connectivity of patches, rates of parasite transmission, and rates at

which immune memory builds up and decays.

(e) Heterogeneity in immune memory profiles between age classes or

spatial locations favors the stepwise spread of new antigenic variants.

In this chapter, I discussed how new variants often need to change in

several epitopes in order to spread through a host population with a

high density of prior exposure. Heterogeneity enhances the chance of

multiple antigenic changes by providing a sequence of susceptible host

classes separated by the need for only a single antigenic change.

2. Memory decay. (a) Faster time decay of immunological memory may

reduce the selective pressure on antigenic variation. Fast decay could

potentially reduce the density of immunological memory across the host

population. However, the faster the immunological memory decays, the

more rapidly the parasites may reinfect hosts. The net effect on memory

depends on the balance between these forces.

(b) The effect of immunological memory decay depends on the kind of

parasite. The site of initial invasion determines which immune effectors



146 CHAPTER 9

can potentially block first infection. Epithelial invasion interacts mostly

with IgA, a memory class that tends to decline relatively rapidly. By

contrast, systemic invasion interacts mostly with IgG, a memory class

with a relatively long half-life.

Clearance of extracellular parasites depends mostly on antibodies.

If infection spreads primarily to epithelial tissue, IgA plays a key role,

whereas IgG dominates against many systemic infections. Antibody

memory can increase the rate of clearance.

Once intracellular infection becomes established, the key immune ef-

fectors depend on kinetics. Antibodies dominate against intracellular

parasites that rapidly kill host cells. In these fast cytopathic parasites,

reproduction within cells occurs sufficiently quickly that CTLs cannot re-

duce the spread of the parasite. Antibody memory, if it does not prevent

infection, can increase the clearance rate of fast cytopathic parasites.

Slow cytopathic parasites or noncytopathic parasites that persistently

infect host cells must be cleared by killing infected cells. Most killing

of infected cells seems to be done by effector CTLs. Thus, the rate of

memory decay in CTLs may govern protection against noncytopathic

infections that are not blocked during initial invasion by antibodies.

3. Heterogeneity of immune profiles among hosts. The dynamics of

immune profiles can be complex because the spread of parasite variants

affects the immune structure of the hosts, and the immune structure

of the hosts determines the selective pressures on different classes of

antigenic variants. Some preliminary theoretical work along these lines

has appeared (Gupta et al. 1996; Andreasen et al. 1997; Gupta et al. 1998;

Lin et al. 1999). Similar processes of reciprocal coevolution arise when

hosts and parasites have multiple genetic determinants that influence

the outcome of an attack (Frank 1993, 1994).

4. Examples. Measles apparently can vary its dominant surface antigen,

hemagglutinin, and limited variation does occur (Griffin 2001). So it is an

interesting puzzle why antigenic variants do not to spread. Perhaps the

very high R0 of measles causes the common strain to spread so widely in

the host population that no differences occur between hosts in immune

memory profiles. Thus, there is no single-step mutational change that

allows a variant to spread to some hosts. The only “nearby” susceptible

class arises from the influx of naive newborns.
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Influenza A may not evolve as quickly and vary antigenically as much

in birds as it does in humans (Webster et al. 1992). This suggestion

is based on very limited evidence and must be confirmed by further

study. If the pattern holds, then many plausible explanations exist. For

example, the process of host invasion and spread during an infection

probably differs in birds and humans, which may influence the role of

immunity in clearance and in subsequent protection. Another possibil-

ity is that relatively short-lived species such as many birds have a larger

class of naive hosts than comparably long-lived humans, reducing the

relative pressure for antigenic variation in birds.



10 Genetic Structure of
Parasite Populations

Variant alleles may be grouped together to form discrete parasite strains.

For example, some parasites may be of type A/B or A′/B′ at two distinct

epitopes, with intermediates A/B′ and A′/B rare or absent. In this chap-

ter, I consider the processes that group together variants.

The first section reviews different kinds of genetic structure. The ex-

ample above describes linkage disequilibrium between antigenic loci, a

pattern that may arise from host immune selection disfavoring the inter-

mediate forms. Alternatively, allelic variants across the entire genome

may be linked into discrete sets because different parasite lineages do

not mix. Spatial isolation or lack of sex and recombination can prevent

mixing.

The second section asks whether the observed associations between

alleles can be used to infer the processes that created the associations.

This would be valuable because it is easier to measure patterns of ge-

netic association than to measure processes such as immune selection

or the frequency of genetic mixing. However, many different processes

can lead to similar patterns of genetic association, making it difficult to

infer process from pattern. Detailed data and a careful accounting of al-

ternative hypotheses can allow one to narrow the possible explanations

for observed patterns.

The third section describes various processes of genetic mixing be-

tween lineages and the consequences for genome-wide linkage disequi-

librium. Some parasites have discrete, unmixed lineages, whereas other

parasites recombine frequently and have little linkage between differ-

ent loci. The degree of mixing determines the pace of antigenic recom-

bination. New antigenic combinations have the potential to overcome

existing patterns of host immunity.

The fourth section presents one example of antigenic linkage dis-

equilibrium, the case of Neisseria meningitidis. Variants at two antigenic

loci group together nonrandomly. Mixed genotypes occur at low fre-

quency, suggesting some recombination. The immune structure of the

host population could disfavor recombinant types, explaining the ob-

served linkage between antigenic loci. Alternatively, recent epidemics
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or linkage with favored alleles at nonantigenic loci could also produce

the observed patterns of antigenic linkage.

The fifth section proposes that hosts form isolated islands for para-

sites (Hastings and Wedgwood-Oppenheim 1997). Island structure con-

fines selection within hosts to the limited genetic variation that enters

with initial infection or arises de novo by mutation. Island structure also

enhances stochastic fluctuations because each host receives only a very

small sample of parasite diversity. As the number of genotypes coloniz-

ing a host rises, selection becomes more powerful and stochastic per-

turbations decline in importance. Rouzine and Coffin (1999) apply the

balance between selection and stochastic perturbation to the observed

patterns of genetic variability in HIV.

The final section takes up promising lines of study for future research.

10.1 Kinds of Genetic Structure

Genetic structure describes the statistical pattern of associations be-

tween alleles (Wright 1969; Crow and Kimura 1970; Li 1976; Hartl and

Clark 1997; Hedrick 2000). It is useful to distinguish different kinds of

genetic associations.

LINKAGE DISEQUILIBRIUM BETWEEN ANTIGENIC LOCI

Statistical association between alleles at different loci is called link-

age disequilibrium. Linkage disequilibrium arises when alleles occur to-

gether in individuals (or haploid gametes) more or less frequently than

expected by chance.

Immune pressure by hosts could potentially create linkage disequilib-

rium between antigenic loci of the parasite (Gupta et al. 1996). Suppose

that the parasite genotype A/B infects many hosts during an epidemic,

leaving most hosts recovered and immune to any parasite genotype with

either A or B. Then genotypes A/B′ and A′/B will be selected against,

but A′/B′ can spread. Thus, host immunity favors strong linkage dise-

quilibrium in the parasites, dominated by the two strainsA/B andA′/B′.

GENOME-WIDE LINKAGE DISEQUILIBRIUM

Linkage disequilibrium over the entire genome arises when there is

some barrier to genetic mixing between lineages, such as spatial isola-

tion or lack of sex and recombination. When lineages do not mix, then
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the particular amino acid substitutions in each lineage become locked

together by their common pattern of inheritance. Genome-wide linkage

disequilibrium has been observed in some parasites but not in others

(Maynard Smith et al. 1993; Tibayrenc 1999).

Immune pressure can create associations between different antigenic

loci of the parasite. But if the parasite mixes its genome by recombina-

tion, nonantigenic loci will often remain in linkage equilibrium and will

not be separated into discrete strains. Consider, for example, a third,

nonantigenic locus with the allele C causing severe disease symptoms

and the equally frequent allele C′ causing mild symptoms.

Strong host immune pressure could potentially separate the antigenic

loci into discrete strains, A/B and A′/B′. But if recombination occurs,

the nonantigenic locus will be randomly associated with each strain, for

example, A/B/C and A/B/C′ will occur equally frequently. The alleles C
and C′ will also be distributed equally within the A′/B′ antigenic strain.

Immunity by itself does not organize the entire parasite genome into

discrete, nonoverlapping strains (Hastings and Wedgwood-Oppenheim

1997).

The distinction between antigenic and genome-wide linkage is impor-

tant for medical applications. If genome-wide linkage occurs, then each

strain defines a separate biological unit with its own immune interac-

tions, virulence characteristics, and response to drugs (Tibayrenc et al.

1990; Tibayrenc 1999). Strains can be typed, followed epidemiologically,

and treated based on information from a small number of identifying

markers of the genome.

ASSOCIATION BETWEEN COINFECTING PARASITES

Several parasite genotypes may infect a single host. A recent survey

of the literature found nonrandom associations between parasite geno-

types within hosts (Lord et al. 1999). For sexual parasites, nonrandom

associations within hosts often affect mating patterns. Mating typically

occurs between the parasites within a host or between parasites in a

vector that were recently derived from one or a few hosts. Nonrandom

mating alters heterozygosity at individual loci and the opportunities for

recombination between loci.

Host immunity may influence the distribution of strains within hosts.

Gilbert et al. (1998) found a positive association within hosts between
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two antigenic variants of Plasmodium falciparum. Their data suggest

that the two variants mutually interfere with T cell attack against the

parasite, so both variants do better in the host when they are together.

In general, the immunological profile of each host constrains the range

of parasite variants that may coinfect that host.

EFFECTIVE POPULATION SIZE

The number of adult genotypes sampled to produce the progeny gen-

eration influences the effective size of the population (Wright 1969;

Crow and Kimura 1970; Li 1976; Hartl and Clark 1997; Hedrick 2000).

Population size affects many statistical properties of genetic structure.

For example, suppose a particular parasite genotype sweeps through

a host population, causing a widespread epidemic. This epidemic ge-

notype rises to a high frequency as other genotypes fail to spread or

decline in abundance.

Descendants of the population after an epidemic will likely come

from the epidemic genotype (Maynard Smith et al. 1993). The effec-

tive size of the population is small because of the limited number of

ancestral genotypes. The spread of an epidemic genotype carries along

in strong association the alleles of that genotype at different loci. Conse-

quently, strong genome-wide linkage disequilibrium may appear when

descendants of the epidemic genotypes are sampled among genotypes

descended from other lineages (Maynard Smith et al. 1993; Hastings and

Wedgwood-Oppenheim 1997).

Population size also influences the pattern of genomic evolution by

natural selection (Kimura 1983). When the effective population size is

small, chance events of sampling can favor one allele over another. This

stochastic sampling reduces the power of natural selection to shape evo-

lutionary patterns of antigenic variation.

10.2 Pattern and Process

Recently developed molecular tools, such as polymerase chain reac-

tion (PCR), provide the potential for widespread sampling of parasite

populations (Enright and Spratt 1999). Statistical descriptions of the

sampled data readily allow calculation of heterozygosity levels at single

loci, the linkage disequilibrium between loci within genomes, and the

spatial distribution of genotypes.
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Can we use the measurable patterns of population structure to infer

the underlying process that created the pattern? Yes, but only if we can

rule out alternative processes that could lead to the same pattern.

Suppose, for example, that we demonstrate genome-wide linkage dis-

equilibrium. The pattern by itself is interesting, because we have es-

tablished that the parasites fall into discrete strains. Each strain can

be identified by its combination of alleles, allowing the movement of

strains to be followed. Each strain can also be studied for its unique

antigenic and physiological properties, such as response to drugs.

The pattern of genome-wide linkage does not tell us what process cre-

ated that pattern. The pattern may be created by frequent epidemics,

each epidemic stemming from a limited number of genotypes. The par-

asite may be asexual, binding together alleles at different loci because

no process mixes alleles between genotypes. Or, sex and the physical

mixing of genotypes by recombination may occur in every generation,

but with all mating confined to the pool of genotypes within each host.

If only one parasite genotype typically infects a host, then all mating

occurs between members of the same lineage with no opportunity for

recombination to break down associations between loci.

One can carefully list all processes that could lead to the observed

pattern and then do statistical tests of the data to distinguish between

the potential causes. Maynard Smith et al. (1993) and Tibayrenc (1999)

present detailed statistical analyses to accomplish such tests.

Most statistical analyses have not focused on antigenic variation. In-

stead, those analyses have used data on genetic variability from loci

sampled across the genome. In some cases, the analyses use common

enzyme (housekeeping) loci (Enright and Spratt 1999). Housekeeping

loci are likely to evolve relatively slowly compared with other parts of

the genome. The relatively slow rates of change provide a good indi-

cator of common ancestry between genomes that have been separated

for long periods of time. Other analyses use rapidly evolving loci, which

provide more information about recent divergence from common ances-

tors (Tibayrenc 1999).

I review some population studies of genetic structure. I emphasize

only the background needed for understanding antigenic variation, leav-

ing out much of the analytical detail. I start with linkage of alleles across

the entire genome. I then turn to linkage at antigenic loci.
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10.3 Genome-wide Linkage Disequilibrium

BARRIERS TO GENETIC MIXING

Genome-wide linkage arises when different lineages rarely mix their

genes (Tibayrenc 1999). Four different barriers prevent genetic mixing

(Maynard Smith et al. 1993; Hastings and Wedgwood-Oppenheim 1997).

First, asexual reproduction separates lineages irrespective of geograph-

ical or ecological locality. Differentiated strains will occur jointly in the

same area. In addition, particular multilocus combinations of genes may

disperse widely and be found in different regions without being broken

up by recombination with local varieties.

Second, physical separation by geography or habitat prevents genetic

mixing. Geographic subdivision is common in many populations. Eco-

logical subdivision may arise if some genotypes occur mainly in one host

species, whereas other genotypes are confined to a different host. Sex-

ual species divided by physical barriers will have mixed genomes within

local regions and differentiated genomes across barriers. Particular mul-

tilocus genotypes are unlikely to be found far from their native region

because they will be broken up by recombination with neighboring ge-

notypes.

Third, demography can separate lineages if each host or vector car-

ries only a single parasite genotype. Single-genotype infections prevent

physical contact between different parasite genotypes, isolating lineages

from each other even when they occur in the same region. Epidemics

may cause a single genotype to spread rapidly, limiting most infections

to the epidemic strain. This limited variability reduces opportunity for

genetic exchange and causes the region to be dominated by the linked

set of alleles within the epidemic strain (Maynard Smith et al. 1993).

In the absence of epidemics, single-genotype infections can maintain a

greater diversity of distinct genotypes within a region. Obligate intracel-

lular pathogens may be able to exchange genetic information only when

two distinct genotypes coinfect a cell.

Fourth, mixing may occur occasionally between separated lineages,

but mixed genotypes fail. Hybrid incompatibility separates eukaryotes

into distinct, reproductively isolated species. In segmented viruses, cer-

tain pairs of segments may be incompatible, causing the absence of

some genotypic combinations (Frank 2001). Recombining viruses and
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bacteria present more complex possibilities. Certain genomic regions

may be able to pass from one lineage to another, whereas other genomic

regions may be incompatible. Thus, some genomic regions may exhibit

linkage disequilibrium between lineages, whereas other regions may be

well mixed.

Sexual, diploid species will be primarily homozygous when different

lineages do not mix because most matings will be between the same

genotype. Asexual species may maintain significant heterozygosity even

in regions dominated by a single clone.

At the nucleotide level, epidemics tend to reduce genetic variability

because extant parasites have descended from a recent ancestral geno-

type that started the epidemic. By contrast, endemic diseases will often

maintain more nucleotide variability within genotypes because those ge-

notypes trace their ancestry back over a longer time to a common pro-

genitor.

Sexual, physical, and demographic barriers to genomic mixing shape

patterns of genetic variability. Conversely, those patterns provide infor-

mation about key aspects of parasite biology.

AN EXAMPLE

The protozoan Trypanosoma cruzi causes Chagas’ disease. Linkage

disequilibrium between loci has been observed in several sampling stud-

ies (e.g., Tibayrenc et al. 1986; Tibayrenc and Ayala 1988; Oliveira et al.

1998, 1999). Recently, Michel Tibayrenc’s laboratory expanded a long-

term analysis of genetic variability by using multilocus enzyme elec-

trophoresis (MLEE), random amplified polymorphic DNA (RAPD), and

polymerase chain reaction (PCR) (Barnabé et al. 2000; Brisse et al. 2000a,

2000b).

Tibayrenc’s laboratory has classified T. cruzi into six groups defined

as discrete typing units (DTUs) (Tibayrenc 1999). Each individual in

a DTU shares a significant proportion of alleles at several polymor-

phic loci with other members of the DTU and shares relatively few al-

leles with members of other DTUs. The discrete, nonoverlapping struc-

ture of DTUs is simply another way to describe genome-wide linkage

disequilibrium—the association of particular sets of alleles within ge-

nomes.
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The different methods, MLEE, RAPD, and PCR, give similar results for

the classification of T. cruzi isolates into DTUs. Because each method

measures genetic variability in different parts of the genome, the con-

cordance between methods further supports the overall classification

into separate DTUs.

The DTUs provide a taxonomy to identify new samples. To the extent

that DTUs truly capture genome-wide linkage, each DTU will likely have

unique properties. Several studies have compared traits such as growth

rate, virulence in mice, and sensitivity to drugs (e.g., Revollo et al. 1998;

de Lana et al. 2000). The trait values for different isolates of a DTU often

vary widely, with the average values of the isolates differing between

DTUs. Thus, there appears to be considerable genetic diversity both

within and between DTUs.

What processes maintain genome-wide linkage? The previous section

classified barriers to genetic mixing as sexual, physical, demographic,

or genetic. Tibayrenc and his colleagues have argued that sexual re-

production occurs rarely in T. cruzi and that the lack of sex explains

the observed patterns of genetic linkage. They review many lines of

evidence, but perhaps the most telling observation concerns repeated

occurrences of particular multilocus genotypes.

Barnabé et al. (2000) showed that certain multilocus genotypes recur

in samples. Some of the repeated multilocus genotypes were found in

widely separated geographic locations. The probability of obtaining the

same set of alleles across multiple polymorphic loci would be very small

if the loci recombined occasionally.

Epidemics stemming from a single genotype could possibly cause the

spread and repeat occurrence of a genotype. But some of the repeated

genotypes were found in areas surrounded by other genotypes, far from

the geographic foci of their highest frequency. In addition, the high ge-

netic diversity within locations argues against local regions being swept

by epidemic strains.

Rare sex seems to be a reasonable explanation given the limited data.

Eventually, additional studies will collect more data and develop a clear-

er picture of genetic structure.
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IS A CLONAL POPULATION STRUCTURE COMMON?

Tibayrenc et al. (1990, 1991) concluded from the available data that

many parasites have genome-wide linkage disequilibrium, suggesting

that different lineages rarely mix genes. Tibayrenc et al. use the word

“clonal” to describe the observed pattern of genomic linkage, without

implying any particular cause such as asexuality or lack of mating be-

tween different sexual lineages.

Several recent analyses infer a clonal population structure, including

studies of the protozoan Trypanosoma cruzi (citations above), the pro-

tozoan Cryptosporidium parvum (Awad-El-Kariem 1999), and the yeast

Candida albicans (Xu et al. 1999). However, data from other species

present a complex picture, suggesting a wide diversity of genetic struc-

tures. I summarize some of the current ideas and observations in the

following subsections.

BACTERIA AND PROTOZOA

Bacteria reproduce by binary fission, an asexual process. However,

bacteria can mix genomes by taking up DNA from neighboring cells

(Ochman et al. 2000). Conjugation directly transfers DNA, transduction

carries bacterial DNA with infecting viruses, and transformation occurs

by uptake of free DNA that has been released into the environment. For-

eign DNA fragments can recombine with the host chromosome, inserting

a piece of genetic material from a different lineage into the genome.

Maynard Smith et al. (1993) classified bacterial genetic structure as

clonal, panmictic, or epidemic. Rare recombination leads to a clonal

structure with strong linkage disequilibrium, as observed in Salmonella

enterica (Spratt and Maiden 1999).

Frequent recombination leads to a panmictic (widely mixed) genet-

ic structure and relatively little association between alleles within ge-

nomes. Helicobacter pylori has a panmictic structure (Spratt and Maiden

1999). Recombination occurs so frequently that even variable nucleo-

tide sites within genes are often in linkage equilibrium (not statistically

associated) (Suerbaum et al. 1998; Salaun et al. 1998).

Neisseria gonorrhoeae also has a panmictic structure (Spratt and Maid-

en 1999). However, a strain that requires arginine, hypoxanthine, and

uracil (AHU) to grow has maintained a tightly linked genotype over a

thirty-nine-year period (Gutjahr et al. 1997). That strain can take up
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and recombine with DNA in the laboratory. Perhaps the clonal AHU

strain remains within the broader panmictic population because it rarely

occurs in mixed infections with non-AHU genotypes.

Neisseria meningitidis has an epidemic population structure (Spratt

and Maiden 1999). Recombination occurs frequently, and broad sam-

ples of the population typically show highly mixed genomes with lit-

tle or no linkage disequilibrium. However, it appears that epidemics

sometimes arise from single genotypes and spread rapidly within a re-

stricted geographic area. When samples include a large fraction of the

epidemic strain, this strain shows a clonal pattern of inheritance and

strong linkage disequilibrium when compared against other isolates.

The epidemics appear to be sporadic and localized, and the epidemic

clone probably mixes its genome with other lineages over the span of

several months or a few years. As the epidemic clone mixes with other

genotypes, its unique pattern of genetic linkage decays.

Escherichia coli has a particularly interesting population structure

(Guttman 1997). The first broad studies found strong linkage disequi-

librium and an apparently clonal structure. However, early studies of

population structure tend to sample widely and sparsely, obtaining just

one or a few isolates from each habitat or geographic locality. Later

studies of E. coli provided finer resolution by sampling repeatedly from

the same or nearby localities or by using DNA sequences rather than

lower-resolution molecular markers. Those later studies found that re-

combination does occur.

How can E. coli ’s recombining genetic system maintain widespread

linkage disequilibrium? This remains a controversial question with sev-

eral possible answers. Recombination may be a weak force, introducing

changes into genomes at a rate no higher than the mutation rate. Ad-

vantageous genes may occasionally sweep through a local population,

carrying along linked genes as in epidemics. Frequent sweeps promote

linkage and may overwhelm the mixing effect of recombination. Alterna-

tively, different genotypes may be specific for different habitats, so that

most recombinational mixing occurs within habitats. This may lead to

weaker linkage within habitats but strong linkage when measured be-

tween nonmixing lineages that live in different habitats.

I suspect that the relatively complex structure of E. coli reflects the

more intensive study of this species at different spatial scales. Many

bacteria will likely show different genetic structures when analyzed at
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different scales. The particular spatial scale over which a species dif-

ferentiates into nonmixing lineages will vary depending on the relative

balance of recombination, genetic drift, selective sweeps, epidemics, and

migration.

Recent studies on the protozoan Trypanosoma brucei illustrate the

varying genetic structures revealed by careful sampling (MacLeod et al.

2000). The human-infective subspecies T. b. rhodesiense causes African

sleeping sickness, whereas the subspecies T. b. brucei cannot infect hu-

mans. Both subspecies occur in various domestic animals.

T. brucei can recombine sexually in the laboratory, but the extent of

genetic mixing in natural populations has been debated (Tibayrenc et al.

1990; Maynard Smith et al. 1993; Hide et al. 1994). MacLeod et al. (2000)

demonstrated that the two subspecies are genetically differentiated and

show linkage disequilibrium when compared against each other. Within

subspecies, T. b. brucei had an epidemic structure, in which recombina-

tion occurs but can be overwhelmed by clonal expansion of a few geno-

types during epidemics. By contrast, T. b. rhodesiense appeared clonal

within the Ugandan samples obtained. Further sampling may eventually

find that the Ugandan isolates are part of a wider population in which

some recombination occurs.

The protozoan Plasmodium falciparum has an obligate sexual phase

that occurs during transmission in the mosquito vector. In geographic

regions where infection is common, the vector frequently picks up mul-

tiple genotypes, which then mate and recombine before transmission

to a new host. By contrast, regions with sparsely infected hosts have

a lower probability of mixed genotypes in the vectors, leading to fre-

quent self-fertilization and limited opportunity for recombination be-

tween lineages (Babiker and Walliker 1997; Paul and Day 1998; Conway

et al. 1999).

Anderson et al. (2000) studied P. falciparum genetic structure with

twelve rapidly mutating microsatellite loci in 465 isolates from nine ge-

ographic regions. Within areas of low infection intensity, they found

strong linkage disequilibrium, low genetic diversity, and high variation

between geographic locations. They observed the opposite patterns

within areas of high infection intensity. This provides another exam-

ple in which the genetic structure varies across space.
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REASSORTMENT IN SEGMENTED VIRUSES

The segmented RNA viruses provide an excellent model for studying

genomic linkage disequilibrium. Genomes are broken up into two or

more segments. Each segment replicates independently during cellular

infection. The segments act like distinct chromosomes but do not pair

and segregate as in eukaryotic cells. Instead, new viral particles form

by a sampling process that chooses approximately one segment of each

type. When multiple viruses infect a single cell, their replicating seg-

ments mix. The progeny form by reassorted combinations of genomic

segments.

Reassortment has the same effect as recombination. However, reas-

sorting segments are easier to study because the segments mark dis-

cretely and clearly the units of recombination.

Occasional reassortment plays a crucial role in creating new strains.

Reassortment of influenza A’s neuraminidase and hemagglutinin sur-

face antigens provides the most famous example (Lamb and Krug 2001).

The genes for these antigens occur on two separate RNA segments of

the genome—the genome has a total of eight segments.

It appears that rare reassortments have occasionally introduced hem-

agglutinin or neuraminidase from bird influenza into the genome of hu-

man influenza (Webster et al. 1997). The novel antigens cross-reacted

very little with those circulating in humans, allowing the new combina-

tion to sweep through human populations and cause pandemics.

Lack of reassortment maintains discrete strains with strong linkage

disequilibrium between segments. Rare mixing can be traced back phy-

logenetically to one or a few events. This is another way of saying that,

after reassortment, discrete lineages accumulate new mutations on dif-

ferent segments and keep those new mutations together within the lin-

eage, creating linkage disequilibrium.

Common reassortment reduces linkage disequilibrium between seg-

ments by bringing together genetic variants that arose in different indi-

viduals. Reassortment causes differences in the phylogenetic history of

different segments within a virus.

Reassortment may be common between viruses within a population,

but that population may not mix with viruses from another population.

Measured within each population, linkage disequilibrium will be low,

and there will be a weak correlation between phylogenetic patterns of
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different segments. But isolated populations do not share the same

associations between genetic variants and thus exhibit linkage disequi-

librium relative to each other. Equivalently, the segments within each

isolated population have a common phylogeny that differs relative to

the phylogenetic history of the segments in other populations.

No studies have sampled over different spatial and temporal scales

or studied the processes that cause barriers to reassortment. The best

studies I found examined the phylogenetic histories of the various seg-

ments of influenza. Influenza occurs in three major types: A, B, and C.

Several papers describe reassortment between segments of influenza

C (Buonagurio et al. 1985; Peng et al. 1994, 1996; Tada et al. 1997).

A phylogenetic tree of the NS (nonstructural protein) segment showed

that thirty-four isolates over 1947–1992 split into two distinct lineages.

Recent isolates had one NS lineage, whereas older isolates had the other

NS lineage. Thus, the newer NS lineage seems to have replaced the older

lineage. By contrast, phylogenies of the other six segments identify three

or four distinct lineages, in which each lineage contains older isolates

as well as recent isolates. Alamgir et al. (2000) suggest that the newer

NS type has reassorted with the other segments and replaced the older

NS type, perhaps because the newer NS type has a functional advantage

that enhances its spread.

The phylogenetic patterns for seven of the eight influenza B segments

show clear patterns of reassortment (Lindstrom et al. 1999; Hiromoto

et al. 2000). Figure 10.1 illustrates the phylogenetic patterns and pu-

tative reassortments for segments based on eighteen isolates obtained

over twenty years. Concordant phylogenetic patterns between segments

suggest cotransmission of those segments. Such concordance may arise

by selection of functionally compatible segments, for example, between

the PB1 and PB2 segments that encode components of the polymerase

complex (Hiromoto et al. 2000). However, the sample size is small, and

the observed concordances may simply be the chance outcome from a

small number of reassortment events.

Lindstrom et al. (1998) sequenced all eight segments from ten isolates

of influenza A. The isolates were collected over the years 1993–1997.

The hemagglutinin (HA) and neuraminidase (NA) segments encode the

surface glycoproteins known to determine the main components of anti-

genicity and interaction with human immunity. These two segments

accumulated amino acid changes sequentially over the 5-year period,
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Figure 10.1 The phylogenetic affinities for seven of the eight influenza B seg-
ments. Each row shows a particular segment. The columns show the seg-
ment type for each of eighteen isolates, with each segment separated into two
types and assigned primary affinity for either the Yamagata-like or Victoria-like
strains. The dominant antigenic hemagglutinin (HA) defines the strain clas-
sification for each isolate. The appearance of Victoria-like segments in some
Yamagata-like isolates demonstrates reassortment, as does the appearance of
Yamagata-like segments in some Victoria-like isolates. From table 4 of Hiromoto
et al. (2000), which includes some data from Lindstrom et al. (1999).

the isolates from each year apparently replacing those from the prior

year in a single, nonbranching lineage. Thus, these isolates do not show

any reassortment between HA and NA.

The six influenza A segments encoding internal proteins reassorted

relative to the HA-NA lineage. Those internal genes did not accumulate

changes sequentially over time in a single lineage. For example, the basic

polymerase-1 protein, the nucleoprotein, and the matrix protein isolated

in 1997 were phylogenetically closer to isolates from 1993–1994 than

to isolates from 1995.

This study shows linkage of the antigenic determinants but reassort-

ment of other genetic components. Influenza strains are defined by the

common procedure of using antigenic determinants, in this case by HA-

NA combinations. The reassortments of the internal segments against

HA-NA strain definitions mean that the strain definitions do not describe

distinct genotypes.

Lindstrom et al. (1998) point out that HA-NA strains often appear

about three years before they expand into epidemics (see also Bush et al.

1999). They suggest that new antigenic determinants, arising by muta-

tion primarily in HA, may sometimes require reassortment into a more

virulent genetic background before a genotype can initiate an epidemic.
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However, that leaves open the question of why mutations would often

arise in weak genetic backgrounds and require reassortment into strong

backgrounds.

RECOMBINATION IN VIRUSES

Reassortment is a special case of the more general process of recombi-

nation. DNA viruses and many RNA viruses have only a single segment,

so genetic exchange typically occurs between similar (homologous) seg-

ments. Several cases of recombination have been described (summa-

rized by Worobey and Holmes 1999), for example, between vaccine and

wild-type polio strains (Guillot et al. 2000).

Recombinants may strongly affect evolutionary patterns even when

the frequency of recombination per generation is very low. Occasional

recombinants can create the mosaic progenitors of successful lineages

(Worobey and Holmes 1999). In addition, recombination means that a

particular virus does not have a single phylogenetic history—instead,

each part of the genome may trace back to a different ancestral lineage.

This may preclude an unambiguous viral taxonomy based on phylogeny.

Recombination can occur only when host cells are coinfected by dif-

ferent viral genotypes. Preliminary reports suggest that some viruses

can recombine frequently when genetic variants coinfect a cell (Martin

and Weber 1997; Fujita et al. 1998; Bruyere et al. 2000; Hajós et al. 2000;

Jetzt et al. 2000; Zhang et al. 2000). Many viruses may be similar to the

Plasmodium example cited above, in which the frequency of multiple in-

fection by different genotypes determines the degree of genetic mixing

between lineages.

The frequency of recombination between genetic variants undoubt-

edly varies among viruses. Worobey (2000) has shown that isolates of

the DNA-based TT virus have mosaic genomes generated by recombi-

nation. Recombination is sufficiently frequent that a small subset of

the genome provides a poor indicator of the phylogenetic history for

the entire genome. Thus, strain typing may have little meaning because

highly diverged variants merge by recombination into a single gene pool.

A similar study of the RNA-based dengue virus found seven genotypes

created by recombination events between seventy-one isolates (Worobey

et al. 1999).
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Distinct strains do not exist under frequent recombination. By con-

trast, rare recombination leaves most lineages identifiably intact as dis-

crete strains. With discrete strains, occasional recombinant mosaics can

be identified as the mixture of known strains.

HIV isolates across the world have been sequenced (http://hiv-web.

lanl.gov/). Most isolates appear to have a phylogenetic affinity for a

particular clade, but multiple recombination events and genomic mo-

saics also occur frequently (Bobkov et al. 1996; Cornelissen et al. 1996;

Robertson et al. 1999). The opposing aspects of discrete strains and

widespread recombination probably reflect heterogeneous histories in

different locations, the temporal and spatial scales of sampling, and the

rapidly changing nature of the viral populations as the infection contin-

ues to spread.

I briefly speculate about the history of HIV to illustrate the sort of

processes and patterns that may occur in viral evolution. The epicenter

of HIV diversity and the probable origin of the pandemic occur in central

Africa (Vidal et al. 2000). Based on sequences from the V3–V5 env region

of the genome, all known HIV-1 subtypes occurred in a sample of 247

isolates from the Democratic Republic of Congo. Analysis of the gag

genomic regions and longer sequences in the env region showed a high

frequency of recombination within this population.

Overall, the Democratic Republic of Congo population had all known

subtypes, a high degree of diversity within each subtype, and significant

mosaicism across different genomic regions. This suggests a relatively

old and large population that has accumulated diversity and probably

been the source for many lineages that have colonized different parts

of the world (Vidal et al. 2000).

Different lineages dominate different geographic regions of the world

(http://hiv-web.lanl.gov/). For example, subtype B has spread through-

out the Americas, Europe, Australia, and parts of eastern Asia. Subtype

A is relatively common in the eastern African countries around the Ivory

Coast, and subtype C dominates southern Africa. These broad patterns

probably represent the initial spread from central Africa into those re-

gions, each region founded by a narrow slice of the worldwide HIV di-

versity.

Each subtype divides more finely into variants. Such variants may

dominate smaller localities. For example, a distinctive B subtype is par-

ticularly common in the heterosexual population of Trinidad and To-
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bago (Cleghorn et al. 2000). Another variant B (Thai B) is common in

Thailand.

Each region may accumulate significant diversity within its dominant

subtype, with frequent recombination between subtype variants. How-

ever, as HIV spreads, a region initially pure for a subtype will eventu-

ally be colonized by other subtypes. Recombination between subtypes

then mixes the distinct phylogenetic histories of the subtypes. Such re-

combinations probably have become increasingly common, for example,

the admixtures of subtypes occurring along the routes of intravenous

drug user transmissions in China (Piyasirisilp et al. 2000). Drug users

in Greece and Cyprus also appear to be fertile sources of recombinants

between subtypes (Gao et al. 1998).

These studies suggest that recombination may be relatively common.

Such recombination between antigenic sites can strongly influence the

evolutionary dynamics of antigenic variation because new genotypes can

be generated by combinations of existing variants rather than waiting

for rare combinations of new mutations.

10.4 Antigenic Linkage Disequilibrium

The previous section described studies of distinct strains caused by

epidemics or barriers to genetic mixing between lineages. Those studies

defined strains mainly by measurement of genetic variability at nonanti-

genic loci (Enright and Spratt 1999). Methods of measurement include

electrophoresis and nucleotide sequencing.

In this section, I focus on genetic variability between lineages when

defined by differences at antigenic loci. Immune pressure by hosts can

potentially separate the parasite population into discrete, nonoverlap-

ping antigenic types (Gupta et al. 1996, 1999). Suppose that a haploid

parasite with alleles at two different loci, A/B, infects many hosts during

an epidemic, leaving most hosts recovered and immune to any parasite

genotype with either A or B. Then genotypes A/B′ and A′/B will be se-

lected against, but A′/B′ can spread. Thus, host immunity favors strong

linkage disequilibrium in the parasites, dominated by the two nonover-

lapping genotypes A/B and A′/B′.
Few data exist on the degree of antigenic overlap between genotypes

(reviewed by Gupta et al. 1996, 1999). The best example comes from

Feavers et al. (1996), who analyzed variability in the outer membrane
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Table 10.1 Linkage disequilibrium between antigens of Neisseria meningitidis

VR1 VR2 Expected Observed
type type percent percent

5 10 8.2 25.3
7 4 6.5 20.3

19 15 3.2 15.3
other combinations 82.1 39.1

protein PorA of Neisseria meningitidis. This protein has two distinct

variable antigenic regions, VR1 and VR2. Strong associations occurred

between VR1 and VR2 variants in a sample of 222 isolates from England

and Wales obtained in 1989–1991. Table 10.1 shows that three combi-

nations account for 61% of the observed genotypes, much higher than

the 18% expected for these combinations if the two antigens occurred

independently. The “other combinations” include mixtures of the listed

types, for example, VR1 type 5 with VR2 type 4, plus other, rarer types

not listed.

The existence of uncommon combinations suggests that recombina-

tion can occur. Some process apparently opposes recombination to

maintain strong linkage disequilibrium between VR1 and VR2. Gupta

et al. (1996) favor host immune selection as the force that structures

bacterial genotypes into nonoverlapping sets. This is certainly a plau-

sible explanation. But, as with most population genetic patterns, other

processes can lead to the same observations. For example, the three

common types might just happen to be the strains circulating most

widely among the individuals sampled. Those strains might be com-

mon because of chance events that led to mild epidemics caused by

a few different types. Or those types may have advantageous alleles at

other loci, possibly antigenic but not necessarily so. Over time, recombi-

nation could break down the associations between advantageous alleles

and the VR combinations, but over a few years such associations can be

strong.

Gupta et al.’s (1996) work on antigenic strain structure calls attention

to several interesting questions. Are different antigenic combinations

structured into nonoverlapping sets? The pattern by itself is important

for the design of vaccines and the study of epidemiological distributions.

If discrete antigenic strains occur, are they associated with other com-

ponents of the genome that code for attributes such as virulence? Hast-
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ings and Wedgwood-Oppenheim (1997) provide a good introduction to

the processes that potentially link antigenic type to other characters.

What processes can potentially structure populations into discrete,

nonoverlapping antigenic combinations? Immune selection is one pos-

sibility, but any process that reduces gene flow relative to the scale of

sampling tends to create nonrandom associations between loci.

How can one differentiate between the various processes that lead to

similar patterns? A clear understanding of the processes that reduce

gene flow and their consequences (Hastings and Wedgwood-Oppenheim

1997) can help. Direct observations of immune selection disfavoring

“recombinant” antigenic types would be useful, but perhaps difficult to

obtain.

10.5 Population Structure: Hosts as Islands

Parasite populations often subdivide into Wright’s (1978) classical “is-

land model” structure from the theory of population genetics (Hastings

and Wedgwood-Oppenheim 1997). Each host forms an island colonized

by parasites from one or more sources. The population of parasites

within the host undergoes selection that depends on the amount of ge-

netic variation between parasites within the host. The host transmits mi-

grant parasites to colonize new hosts (islands). Each population within

a host expires when the host dies or clears the infection.

GENERAL ASPECTS OF TRANSMISSION AND SELECTION

The number of genotypes colonizing a host may often be small. For

example, only a few parasites may colonize a host, or all of the para-

sites may have come from a single donor that itself had little genetic

variation among its parasites. If initial genetic variability is low, then

selection within the host depends primarily on de novo mutations that

arise during the population expansion of the parasites. By contrast, high

initial genetic variability within hosts causes intense selection between

coinfecting genotypes.

The island structure of parasite populations resembles the genetic

structure of multicellular organisms when taking account of selection

within individuals. Each new organism begins as a single cell or, in some

clonal organisms, as a small number of progenitor cells. The individual

develops as a population of cells, with the potential for selection be-



STRUCTURE OF PARASITE POPULATIONS 167

tween cellular lineages that vary genetically. Genetic variation may arise

from the small number of progenitor cells or from de novo mutations.

The individual transmits some of its cells to form new bodies (islands).

Eventually, the individual dies.

There is some general theory on the population genetics of mutation

and selection within individuals (Slatkin 1984; Buss 1987; Orive 1995;

Michod 1997; Otto and Hastings 1998). Levin and Bull (1994) discussed

how selection within and between hosts can shape patterns of parasite

life history (reviewed by Frank 1996). But there has been little work on

the consequences of island population structure for antigenic variation.

Hastings and Wedgwood-Oppenheim (1997) illustrated how a quanti-

tative theory of island-model genetics can be used to understand the

buildup or decay of linkage disequilibrium.

I found one study that develops the theory of island population struc-

ture for parasites.

GENETIC VARIATION OF HIV WITHIN INDIVIDUAL HOSTS

Rouzine and Coffin (1999) sought to explain the high genetic diver-

sity of HIV within hosts. They developed the theory of island population

structure for parasites to compare the relative strengths of natural se-

lection and stochastic processes that can cause genetic variability.

Rouzine and Coffin (1999) focused on the pro gene, which encodes

a protease that processes other HIV gene products. Analysis of nucle-

otide sequences for this particular gene suggested that natural selec-

tion acts primarily in a purifying way to remove deleterious mutations.

Consequently, their model describes the accumulation of nucleotide di-

versity shaped by two opposing forces. On the one hand, stochastic

effects occur because only a small number of viruses invade each host—

the founders of that island. Stochastic drift during colonization allows

deleterious mutations to rise in frequency. On the other hand, purify-

ing selection within hosts removes deleterious mutations. How do the

opposing forces of mutation and selection in parasites play out in the

island structure of hosts?

If each new host is colonized by viruses from a single donor host,

then the founding population tends to have limited genetic diversity.

Low diversity causes natural selection to be weak because there is not

much opportunity for competition between genetic variants. Only new
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mutations that arise within the host provide an opportunity to replace

deleterious mutations by genetic variants that restore full fitness.

With colonization from a single donor host, the viruses in each host

share a lineage of descent that is isolated from the viruses in other hosts.

Isolated lineages and bottlenecks in viral numbers that occur during

transmission allow the accumulation of deleterious genetic variation by

drift.

Coinfection from different donor hosts mixes lineages, increases ge-

netic variation within hosts, and greatly enhances the power of natural

selection to remove deleterious variants. Rouzine and Coffin (1999) es-

timate that a coinfection frequency higher than 1% provides sufficiently

strong selection within hosts to reduce the level of genetic variation rel-

ative to the amount of variation that accumulates by drift in isolated

lineages.

If coinfection occurs more commonly than 1%, as Rouzine and Coffin

(1999) believe to be likely, then some other process must explain the

high levels of genetic variability observed. Rouzine and Coffin (1999)

discuss an interesting type of selection that purifies within hosts but

diversifies between hosts. According to their model, purifying selection

within hosts removes T cell epitopes to avoid host immunity. MHC type

varies between hosts, causing different T cell epitopes to be recognized

by different hosts. Thus, diversifying selection acts between hosts to

establish reduced recognition by MHC. Purifying selection within hosts

and diversifying selection between hosts may account for the apparently

paradoxical observations: nucleotide substitutions leave the signature

of purifying selection, yet the viral population maintains significant ge-

netic diversity.

Very few studies have considered how the island population structure

of parasites influences the distribution of genetic diversity. As more

sequences accumulate, there will be greater opportunity to match the

observed patterns to the combined stochastic and selective processes

that shape parasite diversity.

10.6 Problems for Future Research

1. Statistical inference. Patterns of genetic structure must be inter-

preted with regard to alternative models. For example, table 10.1 shows

linkage between two antigenic loci of Neisseria meningitidis. I mentioned
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three hypotheses to explain those data: immune selection against re-

combinants, epidemics, and linkage with favored alleles at other loci.

Each hypothesis leads to a model dependent on several parameters.

For example, the rarity of recombinant genotypes under immune selec-

tion depends on the distribution of immune profiles in hosts, the inten-

sity of selection against the recombinant genotypes, and the frequency

of recombination.

To determine if an observed pattern favors one model over another,

one must understand the range of outcomes likely to follow from each

model. This requires mathematical development to calculate the pre-

dicted outcomes from the different models. Then one must design sam-

pling schemes to obtain data that can differentiate between the mod-

els. Theoretical analysis of sampling schemes can compare the infor-

mation in different sampling procedures with regard to the alternative

processes under study.

Technical advances will continue to improve the rate at which samples

can be processed and analyzed. Improved technical facilities will allow

designed sampling procedures and hypothesis testing.

2. Scale-dependent population structure. Sampling over different dis-

tances will often reveal a hierarchy of scale-dependent processes that

depend on the epidemiology and demography of the parasite. It may be

common to find spatial isolation at longer scales, mixing in dense aggre-

gations at local scales, and occasional swaths of genome-wide linkage

at varying scales caused by population bottlenecks or the rapid spread

of epidemic strains. The relative scaling of these processes will differ

greatly among parasites.

3. Different phylogenetic histories of genomic components. Very in-

tense selection on antigenic loci can occur in parasites. This focused

selection can cause different components of the genome to have dif-

ferent genetic structures and phylogenetic histories. I briefly mention

one example to provide hints about what may happen and to encourage

further work.

I described earlier in this chapter the example of influenza. In that

case, Lindstrom et al. (1998) found that the two antigenic segments,

hemagglutinin and neuraminidase, cotransmitted in an epidemic fash-

ion over five years of samples. By contrast, the other six segments ap-

peared to mix their lineages relative to the single line of cotransmitted
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antigenic segments. Thus, epidemically bound linkage groups may oc-

cur against a mixing genetic background. More data of this sort might

show different genomic components changing their population struc-

tures relative to each other over different temporal and spatial scales.

Such data could provide insight into the scale-dependent effects of de-

mographic, genetic, and selective processes.

4. Population bottlenecks and genomic diversity. Rich et al. (2000)

argue that all of the very diverse antigenic variants of Plasmodium fal-

ciparum have arisen since a recent population bottleneck that occurred

less than fifty thousand years ago. Variant alleles at antigenic loci ap-

pear to trace their phylogenetic history back to common ancestors more

recent than the putative bottleneck event. This pattern suggests intense

natural selection favoring novel diversity at antigenic sites against a

background of low genome-wide diversity caused by a recent bottleneck.

Alternatively, the antigenic variants could trace their history back

to ancestors that predated the bottleneck (Hughes 1992; Hughes and

Hughes 1995; Hughes and Verra 2001). This pattern arises when natural

selection strongly favors rare variant antigens, holding diverse antigens

in the population through the bottleneck that reduced variation in the

rest of the genome. Ancient polymorphisms of this sort suggest that

natural selection preserves existing variants rather than favors de novo

generation of new variants (Ayala 1995; O’hUigin et al. 2000).

A recent, more detailed study by Volkman et al. (2001) estimates that

the most recent common ancestor of P. falciparum lived less than ten

thousand years ago. If this estimate applies to the var genes as well as

the loci studied by Volkman et al. (2001), then the diverse var family

of antigenic variants must have evolved very rapidly. Further studies of

different genomic regions will contribute to understanding the speed of

diversification in the var archival library.

5. Island structure. Many classical genetic models develop the island

structure for populations (Wright 1978). However, those general studies

of migration, selection, and stochastic perturbation provide little guid-

ance for the genetic structure of parasites. Studies for parasites must

account for the density and variability of host immune memory, the

longevity of infections, the genetic diversity of inocula, and the patterns

of genetic mixing between parasites.
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Much insight can be gained by island models focused specifically on

the special biology of parasites (Hastings and Wedgwood-Oppenheim

1997). Rouzine and Coffin’s (1999) study shows how a clear model of

population genetic process can lead to predictions about the expected

patterns in the data. This suggests how one could couple process-

oriented theory with the problem of statistical inference.





PART V

STUDYING
EVOLUTION





11 Classifications by
Antigenicity and
Phylogeny

In this chapter, I compare immunological and phylogenetic classifica-

tions of antigenic variation. Contrasts between these classifications pro-

vide insight into how natural selection shapes observed patterns of di-

versity. Following chapters take up other methods to infer processes of

selection.

The first section describes immunological measures of antigenicity.

These measures summarize the ability of specific antibodies to recog-

nize different antigenic variants. The reactivities for various antibodies

tested against different antigenic isolates form a matrix of antigenic or

immunological distances between parasite variants. These distances can

be used to classify antigenic variants into related clusters.

The second section notes that antigenic variants can also be classified

by phylogeny. This classification scheme measures relatedness between

variants by distance back in time to a common ancestor. Such distances

arise from the patterns of nucleotide or amino acid differences in ge-

nomic sequences.

The third section defines possible relations between antigenic and

phylogenetic classifications. Concordance commonly occurs because

antigenic distance often increases with time since a common ancestor,

reflecting the natural tendency for similarity by common descent. A

particular pattern of discord between antigenic and phylogenetic clas-

sifications suggests hypotheses about evolutionary process. Suppose,

for example, that phylogenetically divergent parasites are antigenically

close at certain epitopes. This suggests as a hypothesis that selective

pressure by antibodies has favored recurrent evolution of a particular

antigenic variant.

The fourth section presents flaviviruses as an example of concor-

dant antigenic and phylogenetic classifications. This example compares

strains that differ by relatively long phylogenetic distances with anti-

genicity measured by averaging reactivity over many different epitopes.

Aggregate antigenicity tends to diverge steadily over time as amino acid
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differences accumulate (Benjamin et al. 1984). Particular details of nat-

ural selection with regard to each amino acid substitution disappear in

the averaging over many independent events.

The fifth section shows a mixture of discordance and concordance

between antigenic and phylogenetic classifications for influenza A. The

classifications cover a history of transfers between different host spe-

cies. Antigenicity and phylogeny both separate isolates from pigs into

two groups, the classical swine types and avian-like swine types more

recently transferred from birds to pigs. Two bird isolates group phylo-

genetically with the avian-like swine types, as expected. However, anti-

genic measures separate the bird isolates as distinct from the relatively

similar classical swine and avian-like swine groups. Perhaps host adap-

tation influences antigenicity of some epitopes used in this study.

The sixth section suggests that immunological pressure by antibodies

drives the short-term phylogenetic divergence of influenza A. If so, then

antigenic classifications over the same scale of diversity may match the

phylogenetic pattern. Concordance probably depends on the percentage

of amino acid substitutions explained by antibody pressure.

The seventh section considers explanations for the discordant pat-

terns of phylogeny and antigenicity reported for HIV. Shared antigenicity

over long phylogenetic distances may arise by stabilizing or convergent

selection. Stabilizing selection prevents change in particular amino ac-

ids because of their essential contribution to viral fitness. Convergent

selection causes recurrent evolution of the same antigenic type by re-

peatedly favoring that type in different times and places. Alternatively,

divergent antigenicity over short phylogenetic distances can arise from

intense immune pressure. Stabilizing, convergent, and diversifying se-

lection can all occur over different temporal scales, combining to shape

the relations between antigenicity and phylogeny.

The final section lists problems for future research.

11.1 Immunological Measures of Antigenicity

Immunological methods measure the reactions of antigens with anti-

bodies or T cells. A particular test can be described by a matrix. One

dimension consists of standardized immunological components such

as different antibodies; the second dimension lists alternative parasite

isolates or molecules to be tested for their antigenic properties. Each
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matrix entry contains the strength of the immunological response—a

measure of antigenicity.

Immunology differentiates antigens only to the extent that the test

antigens react differently with the panel of immunological agents. Thus,

the measures depend on the immunological panel used for discrimina-

tion. This reiterates a key point of chapter 4, that specificity and diver-

sity describe interactions between the host and parasite. The antigenic

diversity of a parasite has meaning only in the context of the specificity

of host recognition.

Different kinds of immunological panels have been used. Monoclonal

antibodies (MAbs) provide a high titer of identical antibodies. Each clone

responds to variation in a small region of a parasite molecule. Different

clones produce antibodies with different specificities. A panel of MAbs

provides a highly specific and repeatable set of determinants.

Polyclonal antibody serum contains the diverse antibody specificities

raised by a host against a particular challenge. The host may be chal-

lenged with a peptide, with a whole molecule, or with an entire parasite.

Polyclonal sera from different hosts form a panel that can be used to

test novel antigens. The response of each polyclonal serum aggregates

reactions against many antigenic epitopes. Thus, polyclonal measures

tend to be broader measures of total differences between antigens when

compared with monoclonal measures, but it is harder to know exactly

what differences the polyclonal technique measures.

T cell immunity has generally not been used to form an immune panel

for discrimination of antigenic diversity. T cell recognition depends on

the processing of peptides, their binding to MHC molecules, and the

affinity of T cell receptors for peptide-MHC complexes. Until recently, it

has been difficult to control these steps in a repeatable and measurable

way. A new method, tetramer binding (Altman et al. 1996; Doherty and

Christensen 2000), may allow some progress in this area. This method

first creates peptide-MHC complexes, then measures the percentage of

a host’s T cells that bind those peptide-MHC complexes. A test of par-

asite variability could take the following form: challenge a host with a

particular parasite type, then compare the host’s T cell response against

peptide-MHC complexes with peptides derived from different antigenic

variants.

Immunological tests can be conducted with intact parasites, whole

molecules, or molecular fragments such as peptides. Each choice has
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its benefits and limitations. Peptides provide small, controllable, and

easily studied variants. However, antibodies normally respond to ex-

posed, three-dimensional conformations rather than naked, sometimes

linearized peptides. Whole molecules maintain three-dimensional struc-

ture and provide a broader aggregate measure of variation over the en-

tire molecule. The shape of the molecule may, however, be altered when

combined into a whole parasite, and many parts of the surface of the

naked molecule may be inaccessible when in the intact parasite. Whole

parasites provide the most realistic aggregate measure of differentia-

tion. Assays may be technically difficult with the whole parasite, and re-

sults from such assays do not focus on specific variant epitopes (Nyambi

et al. 2000a).

A completed immunological test fills the matrix of reaction strengths

for each immunological agent and parasite isolate. The matrix can be

used to classify the parasite isolates into related groups according to the

degree of similarity in their immunological reactivity. The classification

provides a basis to type new isolates according to immunological prop-

erties. The matrix may also be used to identify the major determinants

of antigenic differences, which can be helpful in the design of vaccines

against antigenically variable parasites.

11.2 Phylogeny

The amount of change between two antigens relative to a common

ancestor provides another way to classify antigenic variants. One typic-

ally reconstructs the phylogenetic relationships of evolutionary descent

by analyzing the patterns of change in the nucleotide or amino acid

sequences that encode antigenic molecules (Page and Holmes 1998; Ro-

drigo and Learn 2000).

Allelic variants of a gene can usually be arranged into a phylogenetic

pattern of evolutionary descent—a gene tree. That phylogeny by itself

simply describes the lineal history of antigenic variants without regard

to the processes that shaped the pattern of descent. The phylogenetic

history provides a necessary context for interpreting evolutionary pro-

cess (Hughes 1999).



ANTIGENICITY AND PHYLOGENY 179

P1

P3

P2
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Figure 11.1 Hypothetical relationship of four parasite isolates based on im-
munological reactions. The clustering shows that the pair P1 and P3 reacts in a
similar way to immunological agents, the pair P2 and P4 reacts in a similar way,
and the two pairs differ in their patterns of reactivity.

11.3 Hypothetical Relations
between Immunology and Phylogeny

Suppose that we have constructed an immunological classification of

four parasite isolates, P1, P2, P3, and P4. The four parasites group into

two clusters, shown in figure 11.1.

Figure 11.2 shows a phylogenetic classification with the same group-

ings as the immunological pattern in figure 11.1. If a phylogenetic anal-

ysis provides the same classification, then immunological distance in-

creases with phylogenetic distance. The parasites may, for example, ac-

cumulate genetic differences randomly throughout their genomes. Par-

asites that diverged from a more distant common ancestor have more

genetic differences both inside and outside the tested antigenic regions,

with no concentration of differences in the antigenic sites. Alternatively,

natural selection on the antigenic sites may be driving apart the clusters.

Then both antigenic and nonantigenic sites provide the same phyloge-

netic pattern, clustering P1/P3 versus P2/P4, but the differences between

the clusters would likely be concentrated disproportionately in the anti-

genic sites.

A correspondence generally occurs between phylogenetic distance

and the differences measured on particular characters, reflecting the

natural tendency for similarity by common descent. Sometimes a par-

ticular force disrupts this natural concordance.

Figure 11.3 shows a discordant pattern between phylogenetic and im-

munological distance. In this case, broad similarity over the nucleotide

or amino acid sequence phylogenetically groups P1 with P2 and P3 with

P4. The immunological test, which focuses on only a narrow subset
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P1 P3 P2 P4

Figure 11.2 Hypothetical phylogenetic relationship of four parasite isolates
based on nucleotide or amino acid sequences. The same clustering occurs as
in fig. 11.1. The white lineages have the antigenic properties of the P1/P3 im-
munological grouping, and the black lineages have the antigenic properties of
the P2/P4 immunological grouping shown in fig. 11.1.

P1 P2 P3 P4

Figure 11.3 Alternative phylogenetic pattern that clusters P1 with P2 and P3
with P4. The white lineages share the P1/P3 immunological grouping and the
black lineages share the P2/P4 immunological grouping shown in fig. 11.1. The
gray lineages show that the immunological type for the ancestors of each phy-
logenetic group cannot be resolved.

of the total sequence, highlights antigenic divergence within closely re-

lated phylogenetic pairs. The pattern shows recurrent evolution of an

antigenic type.

Many processes can generate the discordant pattern of figure 11.3.

Suppose, for example, that only two variants can occur at a particular

epitope because of conformational constraints on the function of the

parasite molecule. If an epidemic begins with a parasite in state one,

then host immunity will eventually favor the spread of state two. Con-

versely, an initial epidemic beginning with state two leads eventually to

replacement by state one. Pairs of closely related lineages will often be

of opposite state.
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Functional hypotheses can often be tested by comparison of the pre-

dicted and observed phylogenetic patterns. For example, the functional

constraint that an epitope can exist only in two alternative, antigeni-

cally distinct states predicts a discordant pattern between phylogenetic

and immunological classifications. Alternatively, an observed discor-

dance between phylogenetic and immunological classifications may lead

to a functional or process-oriented hypothesis. That hypothesis can be

tested by using other methods to infer function or process—for exam-

ple, whether an observed epitope is indeed constrained to two alterna-

tive states by structural and functional attributes.

11.4 Immunology Matches Phylogeny
over Long Genetic Distances

The flaviviruses illustrate broad correspondence between immunolog-

ical and phylogenetic distances. This group includes well-known patho-

gens such as yellow fever, dengue fever, and West Nile virus. Kuno

et al. (1998) built a phylogeny from the nucleotide sequences of seventy-

two viral strains. These viruses span a diverse group, with nucleotide

sequence identities of 69% or higher within the fourteen phylogenetic

clades and lower percentages of identities between clades.

The flavivirus clades identified by molecular phylogeny correspond

closely to the antigenic classification by Calisher et al. (1989) based on re-

actions to polyclonal antisera, although the two methods do disagree on

the classification of a few strains. Two factors probably contribute to the

close match between antigenic classification and molecular phylogeny.

First, distinct clades have fairly large nucleotide sequence differences.

Thus, both phylogenetic and antigenic groupings measure broad-scale

divergence. Second, the antigenic analysis used polyclonal antisera, so

that each test agent averaged broadly over many antigenic sites.

11.5 Immunology-Phylogeny Mismatch
with Radiations into New Hosts

Influenza A isolates show a mixture of concordant and discordant

relations between antigenic distance and phylogeny. Figure 11.4 illus-

trates the phylogenetic pattern for eleven isolates and an immunological

matrix of reactivities to monoclonal antibodies (Brown et al. 1997). The

phylogenetic analysis separated three clusters: classical swine types on
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Figure 11.4 Phylogeny of influenza isolates based on nucleotide sequences
from the HA1 region of the hemagglutinin (HA) gene. The isolates were obtained
from swine (sw), turkey (ty), and duck (dk). The avian isolates were closer to the
swine isolates on the right (avian-like swine) than to the swine isolates on the
left when measured by nucleotide distances (data not shown). The matrix above
the tree shows the intensity of reaction for each isolate to eight monoclonal
antibodies. Darker patterns correspond to stronger reactions. All data from
Brown et al. (1997).

the left, avian types in the middle, and avian-like isolates obtained from

swine on the right.

The immunological reactivities divide the swine and avian-like swine

into distinct clusters, matching the phylogenetic classification. The avi-

an isolates are immunologically relatively distant from the other clus-

ters and from each other, creating dissonance between phylogeny and

antigenicity. It may be that the avian isolates have differentiated more

strongly at the sites recognized by some of the monoclonal antibod-

ies than they have when averaged over the entire sequenced region. It

would be interesting to know more about the sites to which the different
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monoclonal antibodies bind. Perhaps some of those sites are influenced

by selective pressures for attachment to host cells or for avoidance of

host defense that differ between birds and pigs.

11.6 Short-Term Phylogenetic Diversification
Driven by Immunological Selection

Influenza A variants with substitutions in the hemagglutinin molecule

rise to high frequency in epidemics, causing a selective sweep through

the influenza population. Isolates obtained in a particular year tend

to trace their ancestry back to a common progenitor lineage just a few

years into the past (Bush et al. 1999). Thus, the temporal sequence of the

population is dominated by lineal replacements rather than bifurcating

divergence.

Host antibodies mainly attack hemagglutinin. Immune selective pres-

sure on hemagglutinin appears to drive the lineal replacements—put

another way, immunological pressure drives change in the population-

wide pattern of phylogenetic descent. Thus, the phylogenetic pattern

of change may match the immunological pattern of change. Concor-

dance probably depends on the percentage of amino acid substitutions

explained by antibody pressure and the degree to which the antibody

panel used for classification measures aggregate divergence.

11.7 Discordant Patterns of Phylogeny and
Antigenicity Created by Within-Host Immune Pressure

Nucleotide sequences of the HIV-1 envelope divide this virus into

eleven lineages within the M (major) group, into an O (outlier) group, and

into an N (new) group (Robertson et al. 1999; http://hiv-web.lanl.gov/).

The phylogenetic distance between isolates does not predict well the

strength of shared immunological response (Vogel et al. 1994; Nyambi

et al. 1996, 2000b; Weber et al. 1996; Zolla-Pazner et al. 1999).

Vaccines must stimulate an immune response against most viral ge-

notypes in order to provide sufficient protection. A candidate vaccine

might, for example, include isolates from each of the common phyloge-

netic lineages. This provides good coverage of diverse pathogens when

antigenicity corresponds to phylogeny. However, phylogeny does not

predict antigenicity for HIV. In order to choose HIV variants for a vac-
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cine, one needs to divide viral diversity into antigenic types that together

cover most of the antigenic range.

A few studies have developed antigenic classifications for HIV-1 (Vo-

gel et al. 1994; Nyambi et al. 1996; Zolla-Pazner et al. 1999). Nyambi

et al. (2000b) analyzed binding by twenty-eight monoclonal antibodies

to twenty-six intact viral particles. The viral genotypes were sampled

among eight different clades of the M group.

Nyambi et al. (2000b) grouped viral isolates according to their sim-

ilarity in binding to the antibodies. Such grouping defines antigenic

similarities of epitopes between the viral samples. The twenty-six viral

isolates formed three immunological clusters. The immunotypes did

not correspond to phylogenetic lineages (genotypes), geographic origin,

or tropism for different host-cell receptors (CXCR4 versus CCR5). Thus,

diverse genotypes share common epitopes, and similar genotypes can

be differentiated by antibody binding, causing a mismatch between phy-

logeny and antigenicity. Nyambi et al. (2000a) emphasized that many

antibodies that bind do not neutralize. Further studies must determine

if the observed antibody binding can influence viral fitness in vivo.

Joint studies of phylogeny and antigenicity in HIV call attention to

stabilizing, convergent, and diversifying natural selection.

First, shared antigenicity over long phylogenetic distances may be

caused by stabilizing selection. Under stabilizing selection, a mutation

that changes an epitope has opposing effects. The mutation allows es-

cape from immune recognition but also reduces some functional as-

pect of the epitope. External viral epitopes sometimes affect binding

or entry to host cells. Strong stabilizing selection of epitopes leads to

conservation of amino acid composition over all phylogenetic scales of

divergence.

In some cases, stabilizing selection may allow certain amino acid re-

placements that preserve geometric structure and charge. For example,

Nyambi et al. (2000a) argue that parts of the genetically variable V3 loop

of the HIV envelope have highly conserved structure and antigenicity.

Binding affinity to monoclonal antibodies may be a better measure of

antigenic conservation than amino acid sequence.

Second, shared antigenicity over long phylogenetic distances may be

caused by convergent selection. Suppose a small set of alternative struc-

tures for a parasite epitope retain similar function. This functional set

constrains the range of acceptable escape mutants. Immune pressure
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favors change of epitopes within the acceptable set, eventually return-

ing to the original epitope. Phylogenetic pattern will reveal short-term

changes and occasional long-term similarity. T cell pressure based on

MHC binding may be particularly likely to create such patterns. A para-

site that can escape from a particular host’s MHC array will be favored.

The next host will likely have a different MHC pattern, perhaps favor-

ing a return to the epitopes lost in the previous host. Testing for this

pattern requires detailed data over different temporal scales.

Nyambi et al. (2000b) found that the tip of the V3 loop was conserved

antigenically between genotypes, whereas other parts of the V3 loop sep-

arated isolates into different antigenic groups. The genetic variants of

the V3 loop may fall into relatively few conformational, antigenic types.

The range of types may be constrained by stabilizing selection, caus-

ing short-term phylogenetic fluctuations between types but occasional

convergence to past types within phylogenetic lines of descent.

Third, distinct antigenicity between phylogenetically close isolates

implies very rapid diversifying selection. Escape mutants within hosts

follow this pattern. For example, Nyambi et al. (1997) studied the tem-

poral pattern of escape mutants and antibody profiles over the course

of a single infection of a chimpanzee by simian immunodeficiency virus

(SIV), a near relative of HIV. They analyzed eleven consecutive serum

(antibody) samples and eight SIV isolates taken at about four-month in-

tervals over a total of forty-one months. They tested the eighty-eight

pairwise reactions between serum antibodies and viral isolates. The

data showed viral escape mutants emerging at intervals of about fifteen

months, each escape followed approximately eight months later by new

antibody responses that matched the escape variants. Several studies of

HIV escape mutants have been published (see references in Beaumont

et al. 2001).

Combinations of diversifying, stabilizing, and convergent selection

may determine the relationship between HIV phylogeny and antigenic-

ity (Holmes et al. 1992). Diversifying selection within hosts favors es-

cape variants that avoid antibodies or T cells. Diversifying selection

between hosts favors mutants that avoid MHC recognition or immuno-

logical memory. Stabilizing selection constrains the range of variants.

Convergent selection causes recurrence of previous antigenic types in

response to diversifying selection and the stabilizing constraints that

limit the range of alternative forms. Together, these factors group HIV
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isolates into a limited number of immunological types. The immunolog-

ical classification does not match the phylogenetic classification.

Holmes et al. (1992) observed both diversifying and convergent selec-

tion within a single host infected by HIV. They sequenced the V3 loop

of the viral envelope from eighty-nine isolates collected over a seven-

year period. The isolates evolved over time through a series of replace-

ments, with different sequences dominating in frequency at different

times. Two divergent lineages formed about three years after infection.

Most subsequent isolates mapped to one of these two major lineages.

The same sequence of 6 amino acids at the tip of the V3 loop evolved

convergently in the two lineages.

In summary, phylogeny provides the historical context in which to

interpret immunological patterns. Hypotheses about natural selection

can be tested by mapping the sequence of immunological changes onto

the lineal history of descent.

11.8 Problems for Future Research

1. Adaptation to different hosts. Relations between antigenicity and

phylogeny suggest hypotheses about how natural selection shapes anti-

genic variation. Consider, for example, the data for influenza A in pigs

and birds (fig. 11.4). Antigenicity groups isolates according to current

host species, whereas phylogeny groups isolates according to the his-

tory of transfers between species.

Adaptation to different hosts may shape antigenicity. This could oc-

cur by adaptation of viral surfaces to host receptors associated with at-

tachment. Or the nature of immune pressure might differ significantly

between birds and pigs. Such hypotheses, suggested by statistical pat-

terns of association between phylogeny and antigenicity, must be tested

by molecular studies.

2. Optimal sampling for evolutionary inference. Most antigenic and

phylogenetic data were collected for reasons other than analyzing rela-

tions between antigenic and phylogenetic classifications. Little thought

has been given to the sampling schemes that maximize information

about evolutionary process. Ideal studies require analysis of the inter-

actions between evolutionary process, methods of measurement, and

statistical inference.
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Different sampling schemes may be needed to study different kinds

of natural selection. For example, stabilizing selection impedes change.

To detect relatively slow antigenic change, one should probably sam-

ple over relatively long phylogenetic distances. The average divergence

of genomes over long distances sets a standard against which one can

detect reduced antigenic change at sites constrained by stabilizing se-

lection.

By contrast, diversifying selection accelerates change by favoring anti-

genic types that differ from the currently prevalent forms. To detect rel-

atively rapid change, one should probably sample over relatively short

phylogenetic distances. This sets a low level of background change

against which rapid, diversifying change can be detected.

3. Antigenic selection may shape phylogeny. The degree of match or

discord between antigenic and phylogenetic classifications may depend

on the demographic consequences of selection. If selection on a few

closely linked epitopes determines the success or failure of a parasite

lineage, then phylogeny may follow antigenicity. By contrast, selection

may strongly influence patterns of antigenic change without absolutely

determining success or failure of lineages. In this case, antigenicity does

not constrain phylogeny.

Mathematical models would clarify the various relations that may

arise between antigenic and phylogenetic classifications. Those rela-

tions depend on the time scales of differentiation, the epitopes used for

antigenic classification, and the antibodies used to discriminate between

variant epitopes.



12 Experimental Evolution:
Foot-and-Mouth
Disease Virus

Experimental evolution manipulates the environment of a population

and observes the resulting pattern of evolutionary change. This allows

one to study the selective forces that shape antigenic diversity. For ex-

ample, one could manipulate immune selection by exposing parasites to

different regimes of monoclonal antibodies. The parasites’ evolutionary

response reveals the adaptive potential and the constraints that shape

patterns of antigenic variation.

In this chapter, I describe experimental evolution studies of foot-and-

mouth disease virus (FMDV). I also use this virus as a case study to show

how different methods combine to provide a deeper understanding of

antigenic variation. These approaches include structural analysis of the

virion, functional analysis of epitopes with regard to binding cellular re-

ceptors, sequence analysis of natural isolates, and experimental analysis

of evolving populations.

The first section introduces the antigenicity and structure of FMDV.

Structural studies provide the three-dimensional location of amino ac-

ids. This allows one to analyze how particular amino acid substitutions

affect shape, charge, and interaction with antibodies. Structural infor-

mation also aids functional analysis of substitutions with regard to bind-

ing cellular receptors or affecting other components of viral fitness.

The second section describes antibody escape mutants of FMDV. Most

of these escape mutants were generated by application of monoclonal

antibodies in controlled experimental studies. Several laboratory escape

mutants occur in an exposed loop on the surface of the virion, which is

also the site of a key antigenic region identified by sequencing natural

isolates. This antigenic loop mediates binding to cellular receptors, an

essential step for viral entry into host cells. The pattern of antibody

escape mutants identifies varying and unvarying amino acid sites. The

unvarying sites play an essential role in binding to host cells.

The third section continues discussion of binding to host cells and tro-

pism for different host receptors. Experimental evolution studies show

that in cell culture FMDV can evolve to use alternate cellular receptors.
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This switch in receptor tropism relieves the constraint on the previously

unvarying amino acid sites in the key antigenic region. Consequently,

escape mutants in that conserved region arise readily, demonstrating

that the conserved sites play an important role in recognition by anti-

bodies. This highlights the dual selective pressures by antibodies and

receptor binding that may shape key antigenic sites.

The fourth section describes an experimental approach to analyze

the fitness consequences of amino acid substitutions. Molecular stud-

ies can measure changes in binding affinity for antibodies and cellular

receptors associated with changes in amino acid shape and charge. But

substitutions ultimately spread or fail based on their consequences for

the dynamics of growth and transmission. These aspects of fitness can

be difficult to measure. I describe one study in which pigs were injected

with a wild-type virus and various antibody escape mutants. The rela-

tive success of parental and mutant viruses provides clues about how

particular amino acid substitutions may influence evolutionary dynam-

ics.

The final section lists problems for future research.

General discussions and examples of experimental evolution can be

found in Rose (1991), Bennett and Lenski (1999), Landweber (1999), Crill

et al. (2000), and Stearns et al. (2000).

12.1 Overview of Antigenicity and Structure

FMDV is an RNA virus that frequently causes disease in domesticated

cattle, swine, sheep, and goats (Sobrino et al. 2001). FMDV belongs to

the Picornaviridae family of viruses, which includes poliovirus, human

hepatitis A virus, and the human rhinoviruses (Racaniello 2001). FMDV

populations maintain antigenic diversity in several rapidly evolving epi-

topes (Mateu et al. 1988; Feigelstock et al. 1996).

Seven major serotypes occur across the world (Sobrino et al. 2001).

Phylogenetic distance between serotypes correlates reasonably well with

antigenic distance measured by cross-reactivity to polyclonal antisera—

in other words, phylogeny roughly matches serology at a broad scale of

sequence divergence (Mateu 1995). By contrast, small-scale phylogenetic

divergence does not correspond to patterns of antigenicity. One or a few

amino acid substitutions within a serotype can greatly alter antibody

recognition (Mateu et al. 1994).
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Figure 12.1 Schematic diagram of the foot-and-mouth disease virus surface
proteins. Each of the three main surface proteins, VP1, VP2, and VP3, fills a
trapezoidal space with eight β chains (arrows) labeled B-I and two α chains
(cylinders). The loops connecting the β chains tend to be exposed on the protein
surface, sometimes protruding from the protein core. The two-letter codes
for the loops name the connected β chains. The carboxyl (HOOC) and amino
(NH2) termini may also occur at the surface. Antibodies apparently interact
mainly with the loops and termini. The three proteins differ in the location and
exposure of various loops, as indicated in fig. 12.2. Redrawn from Haydon and
Woolhouse (1998) based on original work in Harrison (1989, with permission
from Nature, www.nature.com).

Figure 12.1 illustrates the structure of the surface proteins of FMDV.

Figure 12.2 shows how the three types of surface proteins combine to

form the FMDV capsid. The most widely immunodominant epitopes

occur on the GH loop of the VP1 surface protein (see fig. 12.3; Mateu et al.

1994; Mateu 1995; Sobrino et al. 2001). This loop has about 20 amino

acids that contribute to several overlapping epitopes. These antibody

binding sites appear to be determined mostly by the amino acids in the

GH peptide (a continuous epitope). Antibodies that bind to an isolated

GH peptide also neutralize intact viruses.

Many antibody escape variants occur in the GH loop, leading to ex-

tensive genetic variation in this region. However, a conserved amino

acid triplet, Arg-Gly-Asp (RGD), also binds to antibodies. This conserved
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Figure 12.2 Structure of the foot-and-mouth disease virus. There are three
surface proteins, VP1, VP2, and VP3, labeled 1–3, respectively. Each protein
presents an approximately trapezoidal shape on the surface. The three differ-
ent proteins group into a structural unit as shown in the lower left. On the
capsid, the boldly lined pentagon contains five structural units arrayed in five-
fold rotational symmetry about the pentagonal center. Each pentagonal vertex
defines the intersection of six structural units aligned in threefold rotational
symmetry. The wiggly lines labeled on one unit of the capsid show the location
of structural loops that occur on the capsid surface (see fig. 12.3). Those loops
are candidates for antibody binding. The black circle at the lower right shows
the approximate relative size of an antibody-binding region (Fab), illustrating
the potential coverage of capsid protein loops that may be involved in immune
recognition. Redrawn from Mateu (1995, with permission from Elsevier Sci-
ence) based on original work in Harrison (1989, with permission from Nature,
www.nature.com).
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Figure 12.3 An enlarged view of the β loops and carboxyl termini shown in
fig. 12.2.
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triplet mediates binding to integrin host-cell receptors typically used in

FMDV attachment and entry (Berinstein et al. 1995; Neff et al. 1998; So-

brino et al. 2001).

The GH loop of VP1 contains continuous epitopes that together define

the hypervariable antigenic site A common to all serotypes. Discontin-

uous epitopes occur when amino acid residues from widely separated

sequence locations come together conformationally to form a binding

surface for antibodies. Two antigenic sites of serotypes A, O, and C have

discontinuous epitopes that have received widespread attention (Mateu

et al. 1994; Feigelstock et al. 1996).

The first discontinuous site occurs near the capsid’s threefold axes of

symmetry at the vertices of the pentagonal structural units (fig. 12.2).

This site includes the BC loop of VP2 and the BB knob of VP3 in serotypes

A, C, and O (fig. 12.3). In serotype C, the carboxyl terminus of VP1

also contributes to this site, and in serotype O, the EF loop of VP2 is

sometimes involved. This region (antigenic site D) forms the second

major immunodominant region of serotype C after antigenic site A in

the GH loop of VP1 (Feigelstock et al. 1996).

A second discontinuous epitope occurs in serotype O. The GH loop

and the carboxy-terminal (COOH) end of VP1 jointly form the bind-

ing region for some antibodies. However, in serotype C, the GH loop

and the carboxy-terminal end of VP1 form independent, continuous

epitopes. The high specificity of antibodies means that the sequence

and conformational differences between serotypes change the detailed

antigenic properties of particular regions. Studies focused on natu-

ral selection of particular amino acid residues must account for back-

ground differences of sequence and conformation among test strains.

12.2 Antibody Escape Mutants

Many antibody escape mutants have been sequenced (references in

Martínez et al. 1997). One can develop a map of natural escape variants

by comparing changes in sequence with differences in binding affinity

to a panel of MAbs.

Two problems of interpreting selective pressures arise from an escape

map based on natural variants. First, field isolates do not control the

multitude of evolutionary pressures on variation. Mutants may spread
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either in direct response to antibody pressure, in response to other se-

lective pressures, or by stochastic fluctuations independent of selective

forces. Lack of variability may result either from lack of antibody pres-

sure or from constraining selective pressures such as binding to host

receptors.

The second problem for interpreting selective pressures from natu-

ral isolates concerns lack of control over genetic background. Whether

a particular amino acid site affects antibody affinity may depend on

conformation-changing variants at other sites.

Site-directed mutagenesis controls amino acid replacements in a fixed

genetic background. One can alter sites that do not vary naturally to test

for effects on antibody binding. Site-directed mutagenesis has provided

useful information for FMDV (Mateu et al. 1998). But this method can

only define changes in antibody binding; it does not show how viral

populations actually respond to immune pressure.

Several studies have applied monoclonal or polyclonal antibodies to

FMDV in laboratory culture (Mateu 1995; Sobrino et al. 2001). This al-

lows direct control of selective pressure by comparing lines with and

without exposure to antibodies. In addition, cultures can be started

with genetically monomorphic viruses to control genetic background.

Martínez et al. (1997) began laboratory evolution studies from a sin-

gle viral clone of serotype C. These viruses were grown on baby hamster

kidney cells (BHK-21). All host cells were derived from a single precur-

sor cell. Two separate viral lines were established. C-S8c1 developed

through three successive plaque isolations. C-S8c1p100 began with C-

S8c1 and developed through one hundred serial passages on a mono-

layer of BHK-21 cells. The host cells were refreshed from independent

stock in each passage and therefore did not coevolve with the virus over

the passage history.

In natural isolates, extensive sequence variability in the GH loop of

VP1 correlates with escape from antibody neutralization. However, the

Arg-Gly-Asp (RGD) sequence near the center of this GH loop is invariant

in field isolates (Sobrino et al. 2001). Controlled studies of laboratory

evolution provide some insight into the evolution of this region.

The monoclonal antibody SD6 binds to an epitope spanning residues

136–147 in the GH loop of VP1. Martínez et al. (1997) applied selective

pressure by SD6 after establishment of the separate viral lines C-S8c1

and C-S8c1p100 by growing a cloned (genetically monomorphic) isolate
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Table 12.1 Escape mutants of FMDV (from Martínez et al. 1997)

Amino acid Mutants of Mutants of
substitution C-S8c1 C-S8c1p100

Ala-138 → Pro 1 0
Ala-138 → Asp 3 1
Ser-139 → Arg 20 0
Ser-139 → Gly 2 0
Ser-139 → Asn 8 2
Ser-139 → Ile 17 8
Gly-142 → Glu 0 4
Asp-143 → Gly 0 1
Leu-144 → Val 0 5
Leu-144 → Ser 0 8
Ala-145 → Val 0 2
His-146 → Arg 31 0

in the presence of the antibody and sampling escape mutants. Nucleo-

tide sequences of escape mutants were obtained. Each mutant (except

one) escaped antibody neutralization by a single amino acid change.

Table 12.1 lists the changed amino acids in the escape mutants, ex-

cluding the one double mutant. The different locations of these muta-

tions in the original (C-S8c1) line compared with the serially passaged

(C-S8c1p100) line provide the most striking result of this study. The

original line conserved the Arg-Gly-Asp (RGD) motif at positions 141–

143. By contrast, the serially passaged line had numerous mutations

within the RGD motif. Figure 12.4 contrasts the location of mutants for

the two lines.

Variants in the RGD motif had not previously been observed in spite

of neutralizing antibodies’ affinity for this region. The RGD motif was

thought to be invariant because of its essential role in binding to the host

cell. Yet the serially passaged line accumulated variants in this region.

Those variants replicated with the same kinetics as the parental viruses

of C-S8c1p100, with no loss in fitness. Baranowski et al. (2000) showed

that lineages with an altered RGD motif use an alternative pathway of

attachment and entry to host cells.

Martínez et al. (1997) sequenced the capsid genes from the original

line, from the serially passaged line, and from an escape mutant of the

serially passaged line. The escape mutant from the serially passaged line

differed from the parental virus of this line only at a single site in the
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Figure 12.4 Amino acid sequence in the central region of the VP1 GH loop of
foot-and-mouth disease virus. The start and stop numbers label amino acid po-
sitions. The box shows the RGD motif at positions 141–143. The monoclonal
antibody SD6 recognizes the continuous epitope defined by the underlined po-
sitions. Black triangles show positions at which most replacement amino acids
greatly reduce binding by SD6; in other words, a single replacement at any of
these sites creates an escape mutant. The white triangles denote positions that
can tolerate certain amino acid replacements without greatly affecting antibody
binding. Unmarked positions in the epitope can vary without much change
in binding. The letters above the sequence summarize the escape mutants of
C-S8c1 (original line); letters below the sequence summarize escape mutants
of C-S8c1p100 (passaged line). Letters denote amino acids according to the
standard single-letter code. Table 12.1 shows the full distribution of escape
mutants. Redrawn from Martínez et al. (1997, copyright National Academy of
Sciences, U.S.A.).

Table 12.2 Capsid amino acids that differ between C-S8c1 and C-S8c1p100
(from Martínez et al. 1997)

Secondary Amino acid
structure∗ Position substitution

VP1 βB strand 41 Lys → Glu
VP1 BC loop 46 Asp → Glu
VP1 C terminus 197 His → Arg
VP3 N terminus 25 Ala → Val
VP3 GH loop 173 Glu → Lys
VP3 C terminus 218 Gln → Lys

∗Secondary structure descriptions in Mateu et al. (1994). See figs. 12.2–12.4.

RGD region. Tolerance to replacements in the RGD region must follow

from the differences accumulated by C-S8c1p100 during serial passage.

Table 12.2 shows the 6 amino acids that differed between the original

and serially passaged lines. Apparently those substitutions changed cell
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tropism properties of the virus and allowed variation in the previously

invariant RGD motif.

12.3 Cell Binding and Tropism

Attachment and entry to host cells impose strong natural selection

on some regions of the viral surface. Experimental evolution provides

one approach to analyzing those selective forces, as described in the

previous section. In this section, I briefly summarize further studies

of amino acid variation in the FMDV capsid and the consequences for

attachment and entry to host cells.

Natural isolates of FMDV use cellular integrin receptors for some of

the steps in attachment and entry (Berinstein et al. 1995; Jackson, Shep-

pard, et al. 2000). Integrins are transmembrane glycoproteins composed

of two different subunits, α and β. Various integrins mediate adhesion

between cells, attachment of cells to the extracellular matrix, and signal

transduction of pathways that affect cell proliferation, morphology, mi-

gration, and apoptosis (Springer 1990; Hynes 1992; Montgomery et al.

1994).

The integrin receptors rely on an RGD amino acid sequence of ligands

in order to bind host proteins such as fibronectin, fibrinogen, and type I

collagen (Fox et al. 1989). All field isolates of FMDV have the conserved

RGD motif needed for interaction with the integrin receptors (Berinstein

et al. 1995; Jackson, Sheppard, et al. 2000).

FMDV can evolve changes in receptor usage, as shown by the exper-

imental evolution studies of Martínez et al. (1997) described above. In

their study, certain FMDV lineages mutated in the RGD motif and lost

the ability to use integrin receptors. The altered viruses had a high affin-

ity for heparan sulfate (HS) (Jackson et al. 1996; Sa-Carvalho et al. 1997),

a common carbohydrate component of surface proteoglycans found on

many types of host cells (Salmivirta et al. 1996; Fry et al. 1999; Sasisekha-

ran and Venkataraman 2000).

An affinity for HS has been reported for several viruses, including HIV-

1, human cytomegalovirus, dengue virus, Sindbis virus, vaccinia virus,

and adeno-associated virus type 2 (Schneider-Schaulies 2000). HS may

also play a role in bacterial adhesion (Rostand and Esko 1997; Hackstadt

1999). Some of these cases of increased affinity for HS may be caused by
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adaptation of the pathogens to cell culture, as occurred in FMDV, Sindbis

virus, and classical swine fever virus (Klimstra et al. 1998; Bernard et al.

2000; Hulst et al. 2000).

These various studies call attention to the complementary processes

of attachment and entry (Haywood 1994). In some cases, viruses may

first attach to host cells based on the kinetics of binding between viral

and host attachment sites. Once viruses bind to host attachment sites, a

second-phase kinetic process determines binding between viral and host

receptors that initiate viral entry into host cells. For example, FMDV in

cell culture may first bind to HS, a widespread component of the host cell

surface. The viruses, attracted near the cell surface, may then encounter

and bind to the relatively sparser host integrin receptors.

Viral kinetics may be modulated separately for preliminary attach-

ment and secondary binding to the port of entry. Structural and kinetic

studies of FMDV variants provide some clues about how modulation of

attachment and binding may occur.

FMDV type O adaptation to cell culture favors a histidine to arginine

substitution at position 56 of the surface protein VP3 (Fry et al. 1999).

This amino acid change increases the positive charge of the viral sur-

face at this site and strongly enhances binding to negatively charged

HS. Structural studies show that HS binds near the point of contact be-

tween the three surface proteins, VP1, VP2, and VP3 (figs. 12.2 and 12.3),

including contact with codon 56 of VP3 on the βB strand (fig. 12.1).

Serotype A12 does not acquire HS binding in cell culture, instead modi-

fying amino acids near the RGD sequence that presumably allow tighter

binding to integrin (Reider et al. 1994; Neff et al. 1998). Not surpris-

ingly, genetic background affects the binding consequences of amino

acid substitutions and the evolutionary changes that occur in different

strains.

HS provides a relatively low-affinity receptor at high density on the

surface of many cell types. FMDV variants with increased attraction to

HS may interact with host cells in two different ways. First, viruses may

enter host cells directly from attachment to HS without binding and

entering through a second host receptor (Neff et al. 1998; Baranowski

et al. 2000). Second, low-affinity and high-density HS may serve as an

attractant that brings viruses into proximity of high-affinity and low-

density integrins (Jackson et al. 1996; Fry et al. 1999; Baranowski et al.

2000).
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Various host adhesion molecules such as vitronectin and fibronectin

have affinity for both HS and integrin (Potts and Campbell 1994). HS

and integrin are sufficiently close on the host cell surface to interact

simultaneously with viral binding sites for HS and integrin (Fry et al.

1999). Studies of other pathogens have inferred a two-step process with

low-affinity receptors serving as the first site of adsorption (reviewed in

Jackson et al. 1996; Schneider-Schaulies 2000).

HS-binding variants of FMDV derived from cell culture cannot develop

virulent infections in vivo (Sa-Carvalho et al. 1997; Neff et al. 1998).

Similarly, equine encephalitis virus adapted for cell culture gained en-

hanced HS binding and subsequently produced relatively weak, rapidly

cleared infections in mice when compared with the wild type (Bernard

et al. 2000). HS-binding variants of Sindbis virus are also cleared rap-

idly from hosts (Byrnes and Griffin 2000). HS-binding variants of FMDV

with arginine at codon 56 of VP3 reverted to histidine or cysteine in ex-

perimental in vivo infections, demonstrating strong selection and rapid

evolution of reduced HS affinity (Sa-Carvalho et al. 1997).

Strong binding to HS impedes the spread of infection between host

cells. Viral particles may adhere too strongly to cells that cannot be

infected, or the rate of clearance may be raised by exposure on tissue

surfaces. Fry et al. (1999) speculated that HS-binding variation provides

different kinetics of infection and clearance in various tissues and also

quantitative modulation of virulence. Thus, pathogens may adapt within

the host to different tissues by altering HS affinity. In addition, reduced

virulence may sometimes be favored when associated with enhanced

persistence of infection, perhaps by sequestering viruses at low abun-

dance in certain tissues. Surface stickiness may therefore influence sev-

eral aspects of pathogen kinetics within the host and the consequences

of infection on host morbidity and mortality.

No evidence presently suggests that HS binding plays an important

role in natural isolates of FMDV. Rather, these analyses should be inter-

preted as a model for studying how particular amino acid substitutions

can profoundly alter kinetics and cellular tropisms. In each case, the

benefits for increased rates of entry to host cells balance against the

costs of reduced spread and faster clearance from certain host compart-

ments. Combined studies of experimental evolution in vitro and in vivo

provide a useful tool for studying how selective forces shape parasite

characters via particular amino acid substitutions.
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Comparisons of HS versus integrin binding form a contrast between

two very different types of host receptors interacting with two distinct

regions of the FMDV capsid. Recent studies have turned to more sub-

tle variations between FMDV isolates with regard to binding different

integrin receptors.

Jackson, Blakemore, et al. (2000) compared the affinity of different

viral genotypes for two integrin receptors, ανβ3 and α5β1. The stan-

dard RGD motif was required for both receptors. The following amino

acid at the RGD+1 position influenced relative affinity for the two inte-

grin types. For ανβ3, several different amino acids at RGD+1 allowed

binding, consistent with this receptor’s multifunctional role in binding

several ligands. By contrast, α5β1 has narrower specificity, favoring a

leucine at RGD+1.

Jackson, Blakemore, et al. (2000) compared two viruses that differed

only at RGD+1, the first with an arginine and the second with a leucine.

The first virus had relatively higher affinity for ανβ3 compared with

α5β1. By contrast, the second virus had relatively higher affinity for

α5β1 compared with ανβ3. For at least some antibodies that recog-

nize RGDL, loss of leucine at RGD+1 abolishes recognition (see fig. 12.4;

Martínez et al. 1997).

Thirty type O and eight type A field isolates had leucine at RGD+1.

By contrast, five SAT-2 isolates had arginine, two Asia-1 isolates had

methionine, and one Asia-1 isolate had leucine (Jackson, Blakemore, et

al. 2000). These and other data suggest that most serotypes have leucine

at RGD+1 and perhaps a higher affinity for α5β1. SAT-2 may either have

greater affinity for ανβ3 or its binding may be conditioned by amino

acid variants at other sites.

In another study, Jackson, Sheppard, et al. (2000) analyzed FMDV

binding to a different integrin, ανβ6. This integrin binds relatively few

host ligands and depends on an RGDLXXL motif with leucines at RGD+1

and RGD+4. Most FMDV isolates have leucines at those two positions.

ανβ3 does not have stringent requirements at those sites, suggesting

that ανβ6 may be an important natural receptor.

Overall, RGDLXXL binds to the widest array of integrins, at least over

those studied so far, although relative affinities for different integrins

may be modulated by substitutions at RGD+1 and perhaps other sites.

It would be interesting to sample isolates from various host tissues

that differ in the densities of the various integrin receptors and analyze
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whether any substitutions appear relative to isolates in other body com-

partments of the same host.

Viral success in different cell types or in different hosts may depend

on variations in nonstructural genes that do not mediate binding and

entry to host cells. For example, Núñez et al. (2001) serially passaged

FMDV in guinea pigs. FMDV does not normally cause lesions in guinea

pigs, but after serial passage, viral variants arose that caused disease.

Among the several amino acid substitutions that arose during passage,

a single change from glutamine to arginine at position 44 of gene 3A

provided virulence. The function of 3A in FMDV is not known. In po-

liovirus, a distantly related picornavirus, 3A plays a role in virus-specific

RNA synthesis.

These studies show the potential power of experimental evolution in

studying evolutionary forces, particularly when combined with analysis

of naturally occurring variation.

12.4 Fitness Consequences of Substitutions

Antibody escape mutants are typically isolated in one of two ways.

First, pathogens may be grown in vitro with antibodies. This creates

selective pressure for substitutions that escape antibody recognition.

Second, naturally occurring variants from field isolates may be tested

against a panel of antibodies. Certain sets of antibodies may bind most

isolates, allowing identification of those variants that differ at commonly

recognized epitopes.

Escape variants gain a fitness advantage by avoiding antibody recogni-

tion targeted to important epitopes. However, those pathogen epitopes

may also play a role in binding to host cells, in release from infected

cells, or in some other aspect of the pathogen’s life cycle. Functional

and structural studies of amino acid substitutions provide one method

of analysis. That approach has the advantage of directly assessing the

mechanisms by which amino acid variants affect multiple components

of parasite fitness, such as escape from antibody recognition and altered

host attachment characteristics.

Although functional and structural approaches can directly measure

binding differences caused by amino acid substitutions in different ge-

netic backgrounds, they cannot provide a good measure of all the fitness

consequences associated with changes in genotype.
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Carrillo et al. (1998) used an alternative approach to analyze the con-

sequences of amino acid substitutions. They studied the relative fit-

nesses in vivo of a parental FMDV genotype and three mutant genotypes

derived from the parental type. They measured relative fitness by com-

peting pairs of strains within live pigs.

The parental type, C-S8c1, came from a C serotype isolated from a

pig. The first monoclonal antibody–resistant mutant, MARM21, arose

in a pig infected with C-S8c1. MARM21 differs from C-S8c1 by a single

change from serine to arginine at VP1 139 (fig. 12.4), providing escape

from the monoclonal antibody SD6.

The second mutant, S-3T1, came from a blood sample of a pig one

day after experimental inoculation with C-S8c1. That isolate had a single

change from threonine to alanine at VP1 135 (fig. 12.4). Only one of fifty-

eight monoclonal antibodies differentiated between the parental type

and S-3T1, and the difference in affinity was small. This supports the

claim in figure 12.4 that position 135 is not strongly antigenic.

The third mutant, C-S15c1, derived from a field variant of type C1

isolated from a pig. This mutant type had eight amino acid differences

in VP1 compared with C-S8c1. C-S15c1 did not react with monoclonal

antibody SD6.

One of the three mutants was coinoculated with the parental type

into each experimental pig. Two replicate pigs were used for each of

the three pairs of mutant and parental types. Fever rose one day after

infection and peaked two or three days postinfection. All animals devel-

oped vesicular lesions two to four days postinfection. For each animal,

between two and seven samples were taken from lesions, and the rela-

tive proportions of the competing viruses were assayed by reactivity to

monoclonal antibodies.

The small sample sizes do not allow strong conclusions to be drawn.

Rather, the following two results hint at what might be learned from

more extensive studies of this sort. First, the parental type strongly

dominated MARM21 in all seven lesions sampled from the two experi-

mental animals, comprising between 80 and 94% of the viruses in each

lesion. The MARM21 mutation appears to confer lower fitness in vivo,

at least in the two animals tested. The lower fitness may arise because

the mutant was cleared more effectively by antibodies, bound less effi-

ciently to host cells, or had reduced performance in some other fitness

component.
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Second, S-3T1 abundance relative to the parental type varied strongly

between lesions. In the two lesions analyzed from one animal, the

parental type comprised 67±3.4 and 3.2±1.5% (mean ± standard devi-

ation). In the other animal, the three lesions analyzed had parental-type

percentages of 75 ± 4.1, 25 ± 2.8, and 5.9 ± 1.2. Differences in domi-

nance between lesions also occurred between C-S15c1 and the parental

type. Variations in dominance may arise from stochastic sampling of

viruses that form lesions, from differences in tissue tropism, or from

some other cause.

Further studies of this sort may provide a more refined understanding

of the multiple fitness consequences that follow from particular amino

acid changes, their interactions with the genetic background of the virus,

the role of different host genotypes, and the effect of prior exposure of

hosts to different antigenic variants.

12.5 Problems for Future Research

1. Escape versus performance. Both antibodies and cellular binding

impose strong natural selection on the GH loop of VP1. This leads to

a general question: How much does immune pressure impede natural

selection of functional performance?

Experimental evolution may provide some insight into this problem.

Consider two experimental lineages, one passaged in immunodeficient

hosts and the other passaged in immunocompetent hosts. If immune

pressure constrains functional performance by improved cellular bind-

ing, then the immunodeficient line should respond with amino acid sub-

stitutions that improve binding function.

In this context, improved binding function means increased viral fit-

ness rather than increased affinity of the virus for the host receptor.

Changes in fitness can be measured by competing the original genotype

against the genotype created by selection in immunodeficient hosts. It

would be interesting to study how amino acid substitutions affect the ki-

netics of cellular binding and reproduction and how those kinetics arise

from structural changes in shape and charge. One could also compete

these same genotypes in the immunocompetent line to study how amino

acid substitutions change response to antibodies.

2. Components of fitness. Serial passage experiments impose a com-

plex set of selective pressures on different components of pathogen fit-
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ness. For example, collecting pathogens from hosts early after infection

favors very rapid reproduction within the host, perhaps at the expense

of survival over the entire course of infection. By contrast, collecting

pathogens late after infection favors survival within the host rather than

rapid growth.

In a naive host without prior exposure to the pathogen, early sam-

pling may pick pathogens before strong antibody pressure develops.

This may favor amino acid substitutions that promote improved cellular

binding over avoidance of immune pressure. By contrast, late sampling

may favor more strongly avoidance of antibody pressure. Early and late

sampling in both immunocompetent and immunodeficient hosts would

allow comparison of amino acid substitutions under varying selective

pressures.

One could also examine evolutionary response in experiments to test

the idea that heparan sulfate binding modulates the pathogen’s sticki-

ness to different tissues and consequently the dynamics of growth and

clearance.

3. Adaptation to new hosts. The passage experiments in guinea pigs

showed that small changes in FMDV genotype allow virulent infections

to develop in novel hosts. Host adaptation forms the central problem

in the study of emerging diseases. Experimental evolution provides a

useful tool to identify the amino acid changes required to infect new

hosts, to cause virulent infections in those hosts, to transmit between

the new hosts, and to transmit back to the original host.

4. Genetic background. Pathogen genotypes that differ by many amino

acids can have significantly altered protein shape and charge. It can be

difficult to assess how those structural differences affect selection on

particular amino acid sites. Experimental evolution studies could ana-

lyze a replicated design in which initial pathogen genotypes vary. This

approach can identify how genetic background alters selective pressure

at particular sites.

Different genotypes may be chosen from natural isolates to study the

forces that shape particular variants in the field. Or special genotypes

may be constructed to test hypotheses about how structure affects the

fitness of amino acid substitutions at particular sites.

5. Experimental evolution of other pathogens. Most experimental evo-

lution studies of pathogens have been conducted on RNA viruses. These
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viruses often grow easily in culture, grow to large population sizes, mu-

tate frequently, and evolve quickly. RNA viruses also tend to have very

small genomes, making it easy to identify and sequence evolving genes.

Experimental evolution will become an important tool for studying

other kinds of pathogens. In section 5.5, I proposed an experiment to

study programmed antigenic switching in organisms such as Borrelia

hermsii.

The mechanistic issue concerned whether switch rates between dif-

ferent archival variants within a single genome could be modulated by

natural selection, and if so, by what changes in DNA sequence or regu-

latory control. This highlights experimental evolution’s role as a tool to

study biochemical mechanism.

The evolutionary problem concerned the extent to which switch rates

adapt to enhance bacterial fitness versus the extent to which mechanistic

properties of switching constrain rates of switching between variants.

This highlights experimental evolution’s role in studying the constraints

that govern evolutionary adaptation.



13 Experimental Evolution:
Influenza

Experimental evolution of influenza has identified amino acid sites that

mediate escape from antibody attack. Experimental studies have also

located sites that influence binding to host receptors. In this chapter,

I put these experimental studies in the context of influenza structure.

I also discuss how amino acid substitutions affect the kinetics of an-

tibody binding and neutralization. These rate processes influence the

fitness consequences of amino acid variants and the course of evolu-

tionary change.

The first section provides an overview of influenza antigenicity and

structure. Detailed structural information exists for hemagglutinin, the

key viral surface glycoprotein. Structural analyses also describe hemag-

glutinin bound to its host receptor and hemagglutinin bound to antibod-

ies. These diverse structural studies set the foundation for evolutionary

analyses, allowing one to develop detailed hypotheses about the forces

acting on amino acid replacements.

The second section discusses antibody escape variants, many gen-

erated in experimental evolutionary studies with controlled antibody

pressure. Much of the exposed surface of hemagglutinin responds to

antibody pressure with escape mutants.

The third section describes experimental studies of cell binding and

receptor tropism. Ancestral lineages of influenza A in birds use an

α(2,3)-linked form of sialic acid as the host receptor. Derived lin-

eages in humans use an α(2,6) linkage. Experimental evolution studies

grew a human α(2,6)-tropic form in cell culture with horse serum that

binds and interferes with the α(2,6)-tropic linkage. A single amino acid

change of leucine to glutamine produced an α(2,3)-tropic viral recep-

tor. The favored amino acid, glutamine, matches that found in birds

at the same site. The reverse experiment began with the avian α(2,3)-
tropic form and selected for human α(2,6)-tropic binding. The avian

glutamine changed to leucine, matching the amino acid found in human

isolates.

The fourth section analyzes the fitness consequences of amino acid

substitutions. Observed substitutions can raise or lower binding affinity
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for the host receptor. Natural selection of affinity may balance the ki-

netics of binding and the kinetics of release from the widely distributed

sialic acid receptor on host cells. A few studies report the effect of amino

acid substitutions on antibody binding affinity. Those studies also relate

antibody binding affinity to neutralization of viruses, a measure of the

reduction in viral fitness. I describe preliminary studies on the mecha-

nisms and the kinetics by which antibodies interfere with viruses. Those

details will be required to understand how amino acid substitutions alter

viral fitness.

The fifth section summarizes experimental evolution studies of other

pathogens.

The sixth section presents topics for future research.

13.1 Overview of Antigenicity and Structure

Influenza viruses occur as three phylogenetically distinct types (Lamb

and Krug 2001; Wright and Webster 2001). Influenza A and B have

eight RNA segments, and influenza C has seven segments. Influenza

C occurs primarily in humans, has relatively little antigenic variation,

and does not cause significant disease. Influenza B occurs naturally

only in humans. By contrast, influenza A infects humans, several other

mammalian species including pigs and horses, and many avian species.

Influenza A has much greater amino acid sequence variability than in-

fluenza B, although type B does vary among natural isolates.

The nearly annual human epidemics of influenza A or B cause signif-

icant morbidity and mortality (Nguyen-Van-Tam 1998). The yearly out-

breaks often spread widely through human populations. Epidemics lead

to immunological memory against common strains (Natali et al. 1981;

Wang et al. 1986; Dowdle 1999; Nakajima et al. 2000). Immunological

memory creates strong selective pressure on the viruses to change anti-

genic properties, escape immune memory responses within hosts, and

initiate new outbreaks (Wilson and Cox 1990; Cox and Bender 1995).

Widespread epidemics and the strong selective pressures of host im-

munity cause influenza A to evolve very rapidly in humans. Individual

strains often die out after a few years, replaced by antigenic variants

that temporarily escape immunological memory (Bush et al. 1999).
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Figure 13.1 Influenza A structure. HA and NA spikes dominate the surface
and form the main antigenic regions for antibody binding. Complexes of RNA
and protein form the ribonucleoproteins. Eight distinct RNA segments make up
the influenza A genome. Redrawn from Lamb and Krug (2001), with permission
from Lippincott-Raven.

Figure 13.1 shows the organization of the influenza A virus. Hemag-

glutinin (HA) and neuraminidase (NA) comprise the major surface gly-

coproteins.

HA and NA reactivities with antibodies define the subtypes of in-

fluenza A (Cox and Subbarao 2000). Fifteen different HA antigenic sub-

types occur, each subtype cross-reacting relatively little with the other

subtypes. Nine distinct NA subtypes are known. The designation HxNy
describes an influenza subtype with HA antigenic subtype x = 1, . . . ,15

and NA antigenic subtype y = 1, . . . ,9.

RNA sequences differ more between antigenic subtypes than within

subtypes. Sequence similarity falls below 70% between HA subtypes

and rises above 80% between isolates of the same subtype (Röhm et al.

1996). Thus, broad measures of antigenic and phylogenetic distances

provide similar pictures of divergence. Much antigenic diversity also

occurs between different members of an antigenic subtype. At these

smaller distances, antigenic measures of differentiation become sensi-

tive to the panel of antibodies and the nature of the test.
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The HA and NA genes occur on different RNA segments. The other

six segments contain the remaining genes. A host infected with two dif-

ferent viral genotypes can produce hybrid viral progeny with reassorted

genotypes (Scholtissek 1998). For example, coinfection with HxNy and

HwNz could produce the hybrids HxNz and HwNy in addition to the

parental types.

The H3N2 subtype that caused the “Hong Kong” pandemic of 1968

arose by reassortment of the human H2N2 subtype with avian genes.

The reassorted genotype had the H3 subtype and the PB1 gene from the

bird lineage and the other six segments from the H2N2 human lineage

(Kawaoka et al. 1989; Cox and Subbarao 2000). Other reassortments

between the major human subtypes have been documented during the

past twenty-five years (Cox and Bender 1995). Reassortment between

subtypes may not occur frequently, but may be important in creating

novel genotypes that have the potential to spread widely through a host

population, causing pandemics.

All HA and NA subtypes occur in aquatic birds, suggesting that those

avian species were the original host of influenza (Webster and Bean 1998;

Cox and Subbarao 2000). Widespread human epidemics have been lim-

ited to H1N1, H2N2, and H3N2, although occasional transfers of other

subtypes occur from birds or mammals to humans. Pigs harbor H1 and

H3, whereas horses have H3 and H7. Other mammals and nonaquatic

birds occasionally become infected, but do not appear to maintain stable

lineages over time.

Influenza HA and NA molecules mediate viral attachment and entry

to host cells and release of progeny viral particles by budding through

the membrane of infected cells (Lamb and Krug 2001). Current under-

standing assigns adsorption and entry functions to HA (Steinhauer and

Wharton 1998) and release of progeny to NA (Colman 1998). However,

the HA and NA molecules may have multiple active sites and various

functions, and the different subtypes of each molecule differ signifi-

cantly (Lamb and Krug 2001). With those caveats, a brief summary of

structure and function follows.

HA binds to sialic acid on the surface of host cells. The HA mole-

cule then cleaves into two parts, the terminal HA1 and the basal HA2

fragments. Cleavage exposes on the surface of HA2 a highly conserved,

hydrophobic region that mediates fusion and entry via the host mem-

brane (Wilson and Cox 1990; Skehel and Wiley 2000).
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Figure 13.2 Folding of amino acid sequence to form influenza hemaggluti-
nin HA1 (solid line) and HA2 (dotted line) subunits. This drawing is based on
structural analysis of H3 hemagglutinin. Inference about other HA subtypes
depends on presumed structural similarity with H3. Labeled amino acid num-
bers for HA1 are a subset of the variable sites listed in Wiley et al. (1981). The
sites A–E show common antibody binding regions. Redrawn from Wilson et al.
(1981), with permission from Nature, www.nature.com.

Figure 13.2 shows a diagram of the HA amino acid chain and its fold-

ing into a three-dimensional structure. The sialic acid binding site oc-

curs near the tip of HA1. The letters A–E locate the major regions for
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  98 Y → F 5
136 S → A 30
136 S → T 45
153 W→ A —
153 W→ F 39

225 G→ D 53
225 G→ R 136
226 L → P 42
228 S → G 112

183 H → F 12
183 H → A —
190 E → A 125
194 L → A 3
195 Y → F 36

Figure 13.3 Sialic acid binding site of human influenza A hemagglutinin sub-
type H3. Sialic acid bound in the pocket appears in gray. The listing below shows
the binding affinities for sialic acid when particular amino acids are changed ex-
perimentally by site-directed mutagenesis (Martín et al. 1998). The number on
the left defines the amino acid site in HA1, x → y shows the original and new
amino acid, and the number on the right is the binding affinity of the mutant as a
percentage of the affinity of the wild type. Dashes show cases in which the recep-
tor site is not properly expressed. Redrawn from Skehel and Wiley (2000), with
permission from the Annual Review of Biochemistry, www.annualreviews.org.
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Figure 13.4 Binding of sialic acid (foreground) to the receptor binding site
of influenza hemagglutinin (background). The sialic acid has been displaced
slightly to show the structure of the fit. From Wilson and Cox (1990).

antigenically variable amino acid substitutions, although some substi-

tutions occur over much of the exposed surface.

Figure 13.3 sketches the arrangement of the binding site and the ori-

entation of sialic acid within the recessed contact region. The amino

acids numbered within and around the binding site provide a reference

for the location of important residues. The bottom of the figure shows

the effect on binding affinity to sialic acid caused by experimental change

of particular amino acids.

Figure 13.4 illustrates the fit between sialic acid and the HA1 binding

site. This space-filling model has roughly the same orientation as the

schematic diagram in figure 13.3, allowing one to locate approximately

the structures and particular amino acids shown in figure 13.3 in the

spatial view of figure 13.4.

Antibodies bound to HA can neutralize influenza infectivity by physi-

cally obstructing the sialic acid binding site. For example, the HC19 MAb

binds to HA of strain X-31 (H3 subtype), partially overlapping the sialic

acid binding site (Bizebard et al. 1995). The specific antibody-epitope re-

gion of direct contact covers 1250 Å2, including amino acids 134, 136,
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153, 155, and 194. Figure 13.3 shows that these residues occur on three

of the four edges of the concave receptor binding depression. The de-

pression extends 315 Å2, of which the antibody binding region covers

167 Å2. Antibody escape mutants map to the ridge of amino acids that

ring the conserved amino acids in the binding pocket.

Bizebard et al. (1995) analyzed only the Fab fragments of antibod-

ies, which contain the antibody paratope that directly binds to epitopes.

Antibodies have a Y shape (fig. 2.1). Each upper arm forms an Fab frag-

ment, with the binding region on the tip of the fragment. An antibody

molecule can be cleaved to release two identical Fab fragments, each

containing a binding region.

Bizebard et al. (1995) established direct overlap of the Fab binding

region with the sialic acid binding site. However, other antibody escape

mutants map to regions of HA away from the sialic acid binding site.

Those sites are too far away to allow overlap of the direct antibody-

epitope binding region with the sialic acid binding site.

Fleury et al. (1999) studied binding and neutralization by the HC45

MAb, which binds to a site distant from the sialic acid binding site. The

Fab fragment of HC45 bound to its epitope with approximately the same

kinetics as HC19 bound to its epitope, but HC19 was an order of mag-

nitude more efficient at neutralization. Presumably this occurs because

the Fab of HC19 causes greater obstruction of binding to sialic acid than

does the more distantly bound Fab of HC45. By contrast, the full anti-

body molecules of HC19 and HC45 neutralized virus in proportion to

their binding affinity for their respective epitopes. Fleury et al. (1999)

suggest that the full antibody molecule is large enough to obstruct sialic

acid binding even though the epitope binding site is distant from the

sialic acid binding site.

Fleury et al. (1999) also noted a difference between HC19 and HC45

antibodies in their relative affinities for free HA molecules and HA mol-

ecules on the surface of viral particles. HC19 binds to the tips of HA

molecules away from the viral surface; thus HC19 faces relatively little

obstruction when binding to intact HA on viruses. By contrast, HC45

binds away from the tips of HA, toward the viral surface. This requires

HC45 to diffuse through the HA spikes, slowing the rate of HA-HC45

association and reducing the net affinity of the binding. Clearly, neu-

tralization depends on the structural environment of intact epitopes.
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Other studies have noted differences between antibodies in their re-

lations between binding and neutralization (Dimmock 1993; Schofield

et al. 1997b, 1997a; Edwards and Dimmock 2000; Sanna et al. 2000).

The site of antibody attachment, the kinetics of antibody binding, and

the mechanism by which antibodies interfere with viral success all likely

play a role in determining the strength of natural selection on various re-

gions of the HA molecule. (See section 13.4 below, Fitness Consequences

of Substitutions.)

Various structural mechanisms allow HA escape mutants to reduce

binding by antibodies (Fleury et al. 1998). Bulky side chains may cause

steric hindrance that interferes with antibody-epitope contact. Glycosy-

lation adds surface carbohydrates that can prevent antibody access to

potential epitopes (Caton et al. 1982; Skehel et al. 1984; Cox and Bender

1995). Some substitutions may destroy key hydrogen bonds. Alterna-

tively, amino acid changes sometimes cause physical displacement of

various protein loops.

Fleury et al. (1998) compared binding of an antibody to an original HA

epitope and to a mutation of that epitope with changed conformation.

When the antibody bound to the mutant epitope, the antibody-epitope

complex reverted to the same structure as the antibody bound to the

original type. However, the energy required to distort the conformation

of the mutant epitope during binding reduced the binding affinity of

the antibody by 4,000-fold relative to the affinity of the antibody for

the original type. These various studies of antibody binding, structure,

and kinetics provide necessary background for analyses of evolutionary

change at the amino acid level.

I now turn to NA, which has not been studied as intensively as HA

(Colman 1998). The function of NA is not completely understood (Lamb

and Krug 2001). In general, neuraminidase enzymes cleave certain link-

ages within sialic acid. Sialic acid components of host cells form the

primary site of influenza attachment. Thus, NA appears to cleave the

host receptors to which influenza binds. This function seems to aid in

releasing progeny viral particles from infected host cells.

It may be that viruses lacking neuraminidase activity enter host cells

and replicate, but get stuck on the surface of the cell by attachment to

sialic acid (Palese and Compans 1976). Kilbourne et al. (1968) showed

that antibodies to NA do not prevent infection and replication, but do
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slow the rate at which viruses kill host cells—perhaps by reducing viral

spread from infected to uninfected cells.

13.2 Antibody Escape Mutants

Several different experimental methods and lines of evidence can be

used to infer the nature of antibody pressure on antigenic variation.

First, surface mapping determines which amino acids occur in sites

accessible to antibodies. Underwood (1982, 1984) raised a panel of 125

mouse IgG MAbs against HA. Underwood compared the reactivities of

the MAb panel against different natural and laboratory sequence vari-

ants of HA. Statistical methods identified which changed amino acids

caused a reduction in antibody binding. The changed amino acids were

located on the three-dimensional HA structure provided by Wilson et al.

(1981). Almost the entire distal exposed surface of HA reacted with anti-

body, suggesting that the exposed regions provide a nearly continuous

surface of potential epitopes. Antigenic sites B and D (fig. 13.2) con-

tained a greater proportion of epitopes than other regions and, at least

in particular laboratory mice, those sites appear to be more antigenic

than other sites.

There are some problems with inferring antibody pressure by map-

ping surface antigenicity. Different natural and laboratory isolates of

influenza may have multiple amino acid differences. This makes it dif-

ficult to assign changed antibody binding either to single amino acid

substitutions or to the role of the genetic background with variations

at other sites. In addition, changed antibody binding at different sites

may have different consequences for binding kinetics and viral fitness.

Some of the following methods mitigate these limitations.

A second approach applies MAb to either cultured or in vivo influenza

(Wiley et al. 1981; Caton et al. 1982; Thomas et al. 1998). This experi-

mental evolution favors escape variants that avoid neutralization. The

locations of the escape variants map the potentially variable sites that

can mutate to avoid recognition while preserving the ability to remain

infectious. This antigenic map can be used to determine whether nat-

urally varying amino acid sites likely changed under antibody pressure

or by some other process.

Often, the same amino acid substitution occurs in replicate lineages

faced with the same MAb, suggesting that the particular substitution
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provides the best balance of escape from neutralization and preserva-

tion of viral fitness. Sites that do not change under MAb pressure may

either lack important contact with the antibody or may be constrained

by function. These alternatives can be tested by site-directed mutagen-

esis, which experimentally changes particular amino acids.

A third experimental technique simultaneously applies antibodies to

two or more sites (Yewdell et al. 1979, 1986; Lambkin et al. 1994). This

mimics host reactions in which two or more immunodominant sites gen-

erate neutralizing antibodies. The frequency of escape mutants to a sin-

gle antibody is about 10−5, so simultaneous escape against two distinct

antibodies occurs at a vanishingly low frequency of 10−10. It appears

that host antibodies directed simultaneously to two or more sites can

greatly reduce the chance of new escape mutants during the course of

a single infection.

A fourth experimental method focuses on escape mutants from low-

affinity, subneutralizing antibodies (Thomas et al. 1998). Laeeq et al.

(1997) obtained mice that lacked the ability to make the transition from

initial, low-affinity IgM antibodies to subsequent, high-affinity IgG. They

used those mice to raise low-affinity MAbs against influenza X-31 (sub-

type H3N2).

In previous studies, high-affinity MAbs applied to influenza typically

selected single amino acid changes in one of the major antigenic sites A–

E (fig. 13.2). By contrast, low-affinity MAbs selected escape mutants that

had two amino acid substitutions, one in the conserved receptor-binding

pocket and one in the highly antigenic regions next to the receptor-

binding site.

Clearance and protection probably derive from high-affinity IgA and

IgG antibodies rather than low-affinity IgM. So results from low-affinity

MAbs do not reflect the most common selective pressures on antigenic

variation. This study does, however, call attention to the processes by

which immunodominance develops within a host. The initial, naive an-

tibody repertoire may span widely over the HA surface, including the

receptor binding pocket. The stronger antigenic sites apparently out-

compete weaker sites in attracting high-affinity antibodies.

NA escape mutants have been studied less intensively than those for

HA (Webster et al. 1984, 1987).
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13.3 Cell Binding and Tropism

Influenza binds to sialic acid on host cells (Skehel and Wiley 2000).

Sialic acid occurs as the terminal residue attached to galactose on certain

carbohydrate side chains. Two common linkages between sialic acid and

galactose occur in natural molecules, the α(2,3) and α(2,6) forms.

Different amino acid residues in the HA receptor binding site affect

the relative affinity of HA for α(2,3) versus α(2,6) linkage (Matrosovich

et al. 1997, 1998). Isolates of influenza A from aquatic birds favor the

α(2,3) linkage. This matches the commonα(2,3) form on the intestinal

tissues of those hosts. All fifteen HA subtypes in aquatic birds share a

highly conserved receptor binding site (Webster et al. 1992). The binding

site apparently evolved before the evolution of the different subtypes

and has been retained during subsequent divergence.

The human influenza A subtypes H1, H2, and H3 derived from avian

ancestors (Webster et al. 1992). Each human subtype evolved from the

matching subtype in aquatic birds, for example, human H1 from avian

H1. In all three subtypes, the binding affinity of human lineages evolved

to favor the α(2,6) linkage (Paulson 1985; Rogers and D’Souza 1989;

Connor et al. 1994).

The evolutionary pathways differ for the human subtypes with regard

to the amino acid substitutions and changes in binding that eventually

led to preference for the α(2,6) form. Matrosovich et al. (1997) identi-

fied seven amino acid positions of the receptor binding site of aquatic

birds that have changed during adaptation to human hosts. Human sub-

types H2 and H3 have substitutions at positions 226 and 228 relative

to avian ancestors. By contrast, human subtype H1 retains the ances-

tral avian residues at 226 and 228, but has changes in positions 138,

186, 190, 194, and 225 (see fig. 13.3 for locations of amino acid posi-

tions). Thus, different human lineages have followed different pathways

of adaptation to receptor binding.

Experimental evolution studies of the H3 subtype support the phylo-

genetic data. Rogers et al. (1983) grew human H3N2 strains in chicken

eggs in the presence of nonimmune horse serum. Horse serum contains

α(2,6)-linked sialic acid, which binds to human strains of influenza and

interferes with the viral life cycle. The horse serum therefore selects

strongly for altered binding to α(2,3)-linked sialic acid (Matrosovich

et al. 1998). After selection, Rogers et al. (1983) found a single amino
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acid substitution at position 226 of HA1. This substitution changed the

leucine of human H3 to a glutamine residue, the same residue found

in the ancestral avian H3 subtype. This substitution caused the modi-

fied virus to avoid α(2,6) binding and interference by horse serum and

allowed binding to α(2,3)-bearing receptors as in the ancestral avian

type.

Rogers et al. (1989) selected in the reverse direction. They began with

a duck H3 isolate that had glutamine at position 226 and favored bind-

ing to α(2,3) sialic acid linkages. Binding to erythrocytes selected vari-

ants that favor the α(2,6) linkage. Viruses bound to erythrocytes were

eluted and used to infect Madin-Darby canine kidney (MDCK) cells, a

standard culture vehicle for human influenza isolates. This selection

process caused replacement of glutamine at position 226 by leucine,

which in turn favored binding of α(2,6)- over α(2,3)-linked sialic acid.

The same sort of experimental evolution on H1 isolates would be very

interesting. If selection of avian H1 for a change from α(2,3) to α(2,6)
binding causes the same substitutions as occurred in the human H1 lin-

eage, then the different genetic background of avian H1 compared with

H3 would be implicated in shaping the particular amino acid substitu-

tions. By contrast, if experimental evolution favors a change at posi-

tion 226 as in H3, then the evolution of human H1 receptor binding

may have followed a more complex pathway than simple selection for

α(2,6)-linked sialic acid.

Various steps have been proposed for adaptation of aquatic bird iso-

lates to humans. For example, Rudneva et al. (1996) and Matrosovich

et al. (1999) discuss the need to match HA and NA specificities. NA re-

moves sialic acid from HA receptors, apparently facilitating release of

viral progeny from the surface of host cells. If a viral lineage switches its

HA specificity from the avian α(2,3) to the human α(2,6) form, but NA

retains the avian specificity, then the lineage may have difficulty spread-

ing in humans. Complex pathways may be required for joint adaptation

of HA and NA (Matrosovich et al. 1999).

These studies raise the general problem of evolutionary pathways by

which pathogens change host receptors. If two or more pathogen func-

tions must change simultaneously, then changes in receptor affinity may

be rare. The need for joint change may cause significant constraint on

amino acid substitutions in receptor binding factors.
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Figure 13.5 Effects of amino acid substitutions on fitness. In an experimen-
tal setting, one begins with a particular, defined genotype as the genetic back-
ground for further analysis. One then obtains single amino acid substitutions
or small numbers of substitutions derived from the original background ge-
notype. Substitutions may be obtained by imposing selective pressures such
as antibodies in an experimental evolution regime or by imposing site-directed
or random mutagenesis. Substitutions affect various components of fitness as
described in the text.

13.4 Fitness Consequences of Substitutions

Surface amino acid substitutions affect fitness in three different ways

(fig. 13.5). Each of these processes relates fitness to different kinetic

aspects of surface binding.

First, changes in cell binding and entry affect the performance of in-

tracellular pathogens. The relationship between binding kinetics and

fitness may be rather complex. For example, figure 13.3 shows that nat-

urally occurring amino acids may promote lower binding affinity than

is associated with certain substitutions. In that figure, the substitutions

190 E→A, 225 G→R, and 228 S→G all have stronger binding affinity than

the common wild type.

HA has a relatively low affinity for its host-cell receptors (Skehel and

Wiley 2000). The fact that some substitutions raise affinity suggests that

binding has been adjusted by selection to an intermediate rate. It may be

possible to test this idea in various experimental systems by competing

viruses with different cell binding kinetics.

Robertson (1993, 1999) reviews experimental evolution work on the

adaptation of influenza to culture conditions in chicken eggs and Madin-

Darby canine kidney (MDCK) cells. Those in vitro systems allow study of

competition between different viral genotypes (Robertson et al. 1995).
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Simple in vitro culture conditions may select for higher binding affin-

ity between pathogen and host cells (Robertson et al. 1995). It would

be interesting to compare the fitnesses in vivo between wild type and

mutants selected for higher binding affinity in vitro.

The second role of substitutions arises from binding that interferes

with viral fitness. Too high affinity of HA for the primary host-cell re-

ceptor may impair release of progeny viruses. High affinity may also ag-

gregate viruses in localized regions, interfering with infectious spread.

Again, it would be interesting to compete variants with different affini-

ties under various in vitro and in vivo conditions.

Receptor binding sites may also be strongly selected to avoid binding

molecules similar to the host-cell receptor. For example, the nonim-

mune component of horse serum attracts influenza particles that bind

the α(2,6) linkage of sialic acid (Matrosovich et al. 1998). Selection fa-

vors equine influenza strains that both bind α(2,3) linkages and avoid

α(2,6) linkages. By contrast, mucins of human lungs contain α(2,3)-
linked sialic acid, favoring human lineages that avoid the α(2,3) linkage

(Couceiro et al. 1993). Thus, host fluids or host tissues different from

the primary infection target can cull viruses from circulation. The ki-

netics of such fitness losses must be balanced against kinetic gains in

receptor binding and avoidance of antibodies.

The third fitness effect of surface substitutions arises from changes

in antibody binding. A few studies have related different aspects of

antibody-virus binding kinetics to the neutralization (killing) of viruses

(Schofield et al. 1997a, 1997b; Drescher and Aron 1999; Edwards and

Dimmock 2000; Kostolanský et al. 2000; Sanna et al. 2000). This topic

stands as a preliminary model for analyzing the relations between bind-

ing kinetics and fitness (Dimmock 1993; McLain and Dimmock 1994;

Dimmock 1995).

No work has clearly established the roles of various amino acid sub-

stitutions in antibody neutralization kinetics. I highlight a few general

issues and some particular studies on influenza. I suspect that exper-

imental evolution will be an important tool in understanding the links

between fitness, amino acid substitutions, the kinetics of binding to host

cells, and the kinetics of antibody neutralization.
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ANTIBODY-EPITOPE BINDING

I begin with a few key measures. Consider the simple chemical re-

action [A] + [V] � [AV], where brackets denote concentration (mol/l)

for antibodies, A, viruses, V, and bound antibody-virus complexes, AV.

Binding occurs at the on-rate, or rate of association, ka (l/mol·s), and

the breakup of bound complexes occurs at the off-rate, or rate of disso-

ciation, kd (1/s). The equilibrium binding affinity is

Ka = ka
kd
= [AV]
[A] [V]

with units l/mol. At equilibrium, the binding affinities can also be given

by the dissociation constant, Kd = 1/Ka.

Most studies of antibody-parasite binding report equilibrium affinity.

This may capture an important aspect of neutralization, but other pro-

cesses may also be important. For example, equilibrium binding affinity

provides no sense of the time course of association because it describes

the ratio between on-rate and off-rate. In vivo, the race occurs between

the rate of antibody binding and neutralization versus the rate of patho-

gen attachment and entry into host cells (Dimmock 1993; McLain and

Dimmock 1994). Experimental evolution studies could be devised to

measure under what conditions selection favors particular changes in

rate processes or only an overall change in equilibrium affinity.

NEUTRALIZATION MECHANISMS AND KINETICS

I now turn to a few particular studies. Schofield et al. (1997a) com-

pared equilibrium affinity, Ka, and neutralization strength for five MAbs

against influenza HA. They measured neutralization by the rate at which

a mixture of antibody and virus loses infectivity when presented with a

layer of cultured host cells. For the five MAbs, the rank order of binding

affinity approximately matched the rank order of neutralization rate.

Thus, binding affinity explains some of the variation in neutralization

rate. However, the ratio of affinity to neutralization rate varied by a

factor of 125. Affinity alone does not explain all of the variation.

Edwards and Dimmock (2000) studied several aspects by which IgG

MAbs H36 and H37 neutralize influenza. H36 binds to site B and H37

to site A on the HA molecule (see fig. 13.2). Antibodies in cell culture

may neutralize by blocking viral attachment, by preventing fusion of the
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virus with the host cell membrane, by inhibiting internalization of the

virus, or by interfering with viral replication.

Edwards and Dimmock (2000) found that, when antibodies inhibited

infectivity by 50% of viruses, attachment was blocked for only 5 to 20% of

viruses. Thus, other neutralizing mechanisms must play an important

role. Further studies demonstrated that antibody inhibition of viral fu-

sion increased in proportion to neutralization. Interference with fusion

appears to be the primary neutralizing mechanism. However, antibody

concentration influenced the relative contributions of blocking attach-

ment versus blocking fusion: increased concentrations enhanced the

degree of interference with viral attachment for both H36 and H37 an-

tibodies. At high concentrations, interference with attachment became

the dominant mechanism. As in Schofield et al. (1997a), binding affinity

alone did not determine neutralization efficiency. H36 neutralized 10-

fold more efficiently than did H37, but H37 binding affinity was 1.4-fold

higher for H37 than for H36.

Schofield et al. (1997a) observed pseudo-first-order kinetics of in-

fluenza neutralization by antibody, defined as a log-linear decrease in

infectivity over time. Pseudo-first order kinetics typically occur for an-

tibody neutralization of viruses (Dimmock 1993), although exceptions

occur (McLain and Dimmock 1994). Many different underlying mech-

anisms of reaction can give rise to pseudo-first-order kinetics (Latham

and Burgess 1977).

The most commonly proposed mechanism for pseudo-first-order neu-

tralization follows the single-hit model, in which one assumes that a

single bound antibody can neutralize a virus (Dimmock 1993). In this

model, the probability at time t that a particular virion has not been hit

by at least a single antibody is e−λt , with an average time until the first

hit of 1/λ. The logarithm of the number of antibody-free virions decays

linearly in time with a slope proportional to −λ. This exponential decay

typifies models of random waiting times, random decay, and the Pois-

son distribution for the number of events in a particular time period.

In the antibody-virus model, one assumes an excess of antibody so that

antibody pressure does not decline over time as antibodies bind to viral

surfaces.

In an exponential decay model of binding, there is on average one anti-

body bound to each virion when λt = 1, following a Poisson distribution

with an average count of one. Thus, when the average number of bound
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antibodies per virus is λt = 1, the single-hit model for first-order neutral-

ization kinetics predicts a frequency of e−λt = e−1 antibody-free virions

and 1 − e−1 bound and neutralized virions. Conversely, 1 − e−1 = 63%

neutralization predicts an average of one bound antibody per virion.

The observed number of bound antibodies per virion at 63% neutral-

ization varies widely (Dimmock 1993): approximately 1 for polyclonal

antibodies neutralizing adenovirus hexon protein (Wohlfart 1988) and

poliovirus (Wetz et al. 1986), 4 to ≥ 15 for poliovirus with MAb IgG (Ice-

nogle et al. 1983; Mosser et al. 1989), and about 70 MAb IgG per influenza

virion (Taylor et al. 1987).

FIRST-ORDER KINETICS WITH MULTIHIT BINDING

To understand the apparent contradiction between the observed first-

order kinetics and multi-hit binding, one must understand the mecha-

nisms by which antibodies neutralize virus. Two possibilities have been

discussed (Icenogle et al. 1983; Dimmock 1993; McLain and Dimmock

1994).

First, a particular epitope may occur many times on the surface of

a virion. The different sites have the same antigenicity but may differ

in the effect of bound antibody on neutralization. Antibody bound to

critical sites neutralizes; antibody bound to noncritical sites does not

neutralize. Taylor et al. (1987) found an average of 70 HA-binding IgG

molecules per virion at 63% neutralization, suggesting a ratio of noncrit-

ical to critical sites of 70:1. A virion has about 1,000 HA spikes, implying

about 14 critical sites per virion. Thus only one hit in 70 neutralizes.

This model is possible, but at present there is no reason to suppose that

only a small fraction of apparently identical HA spikes differs in some

critical way.

Second, each bound antibody may partially neutralize a virion (Ice-

nogle et al. 1983). Although this process does not yield a perfectly log-

linear plot of neutralization versus time, the predicted kinetics are suffi-

ciently close to log-linear (pseudo-first-order) that departures would not

be easily noticed in experimental data. This model is attractive because

a single antibody bound to one of 1,000 HA spikes on an influenza virion

might fractionally reduce infectivity rather than completely neutralize

the virus.
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Figure 13.6 The amount (units in ng) of MAb IIB4 required to impose 50% neu-
tralization (VN50) of influenza grown in cell culture. Each observation (open cir-
cle) shows the neutralization of a different influenza strain with variant amino
acids at the antibody binding site. The amino acid variants cause different
equilibrium binding affinities (Ka) with the antibody (units in l/mol). The per-
cent occupancy describes the fraction of HA spikes occupied by antibody under
equilibrium conditions at 50% neutralization. Redrawn from Kostolanský et al.
(2000), with permission from the Society for General Microbiology.

Kostolanský et al. (2000) took a different approach to understanding

the interaction between the number of bound antibodies and the neutral-

ization of influenza. Earlier studies compared different MAbs directed

to different epitopes, so that it was difficult to separate the effects of

the different antibodies and epitopes on the relations between affinity,

neutralization kinetics, and mechanisms of neutralization. By contrast,

Kostolanský et al. (2000) compared binding of a single MAb, IIB4, to dif-

ferent influenza strains. Those strains have variant amino acids in a

single epitope located at HA antigenic site B (see fig. 13.2).

By focusing on a single MAb against variants of the same epitope, Kos-

tolanský et al. (2000) could analyze how variations in affinity influence

the number of bound antibodies and the degree of neutralization. They

measured equilibrium binding affinity (Ka) of MAb IIB4 for HA variants

and the ability of IIB4 to neutralize each variant. They reported neu-

tralization as VN50, the amount of antibody in vitro required to reduce

influenza replication rate by 50%.

Higher-affinity epitopes needed less antibody to reach VN50 (fig. 13.6).

In addition, higher-affinity epitopes had fewer antibodies per virion at

VN50. For example, the highest affinity of Ka ≈ 109 l/mol had about
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13% of HA spikes occupied by antibody, whereas the lowest affinity of

Ka ≈ 108 l/mol had about 98% of HA spikes occupied. These results

suggest that neutralization depends on quantitative effects of affinity

and the cumulative effects of multihit binding.

The particular mechanism that leads to quantitative effects on neu-

tralization remains unclear. It may be that lower-affinity antibodies pri-

marily interfere with attachment to host cells by covering most viral

attachment sites. By contrast, higher-affinity antibodies may interfere

primarily with fusion and entry to host cells, and such steric interference

at the cell surface requires a lower density of bound antibody.

Kostolanský et al. (2000) measured percent occupancy of free virions.

When virions attach to cell surfaces, the lower-affinity epitopes may lose

a larger fraction of bound antibody than higher-affinity epitopes. The

net effect is that, to achieve VN50, both high- and low-affinity epitopes

may have similar fractions of bound antibody during virion-cell binding.

Sanna et al. (2000) found that simultaneous binding by two antibod-

ies to different epitopes acted synergistically to enhance neutralization.

Synergism occurs when simultaneous binding by two antibodies causes

higher neutralization than expected by adding the effects of each anti-

body when bound alone. Thus, the fitness effect of an amino acid sub-

stitution may depend both on the reduced affinity for the conforming

antibody and on the context of other antibody-epitope combinations for

that pathogen genotype.

13.5 Experimental Evolution of Other Pathogens

FMDV and influenza distinguish themselves as model experimental

systems. Structural studies locate particular amino acid sites in their

three-dimensional context. Experimental evolution substitutes amino

acids in response to immune pressure, altered cellular receptors, in-

terference with the viral receptor binding site, or changed kinetics that

arise in cell culture. Binding affinity and kinetics of neutralization relate

amino acid substitutions to components of fitness.

Several other pathogens have been studied by experimental evolution.

The range of information for each pathogen tends to be limited when

compared with the multiple types of evidence for FMDV and influenza.

In this section, I briefly list a few additional studies of experimental

evolution.
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Ciurea et al. (2000) manipulated in vivo the components of the mouse

immune response against cytopathic lymphocytic choriomeningitis vi-

rus. Experimental reduction of CD8+ T cell response greatly enhanced

the production of escape mutants from neutralizing antibody, suggest-

ing that antibodies play a greater part in controlling the virus in the

absence of CD8+ T cells. Experimental deletion of the B cell response

led to an absence of amino acid substitutions in the presumed antibody

epitopes, demonstrating that substitutions in surface proteins arise in

response to antibodies rather than cell tropism.

Hepatitis B virus (HBV) can cause severe liver damage in humans. Liver

transplants following damage by HBV infection require suppression of

HBV to prevent harm to the transplanted organ (Gow and Mutimer 2000).

One suppressive method treats patients with antibody directed at the

HBV surface antigens. This treatment creates an in vivo selection exper-

iment in the patient, favoring HBV escape mutants. Not surprisingly,

escape mutants do arise frequently with amino acid substitutions in the

immunodominant surface antigens (Gow and Mutimer 2000).

HBV encodes surface antigens and nucleotide polymerases in differ-

ent reading frames of the same nucleotide genomic sequence (Shields

et al. 1999). Antigenic change in response to antibody pressure can

change polymerase function, and substitutions in the polymerase in re-

sponse to nucleoside analog drugs can change antigenic properties of

surface proteins. The mapping of amino acid substitutions to fitness

may be rather complex in this case. Ghany et al. (1998) showed that an-

tibody escape mutants reverted to wild type after antibody pressure was

removed, suggesting that the escape mutants had reduced polymerase

function.

Liebert et al. (1994) studied measles encephalitis in a rat model. MAbs

injected in vivo reduced neurovirulence and selected escape mutants

that were isolated from brain tissue. MAb escape mutants selected in

vitro produced altered and variable patterns of neurovirulence when

injected into the host. The antibody epitopes appeared to be on the sur-

face hemagglutinin protein. Amino acid substitutions in measles hem-

agglutinin appear to alter both antigenicity and neurovirulence.

Measles virus also appears to change its binding affinity for different

cellular receptors during adaptation to cell culture (Nielsen et al. 2001).

The amino acid changes associated with receptor affinity occur in the

surface hemagglutinin protein. Further experimental evolution studies
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of this system will provide more information on how viruses modulate

receptor binding and cell tropism during adaptation to different kinds

of host cells.

The life cycle of arthropod-borne viruses (arboviruses) typically al-

ternates between vertebrate hosts and blood-feeding arthropod vectors.

The viruses replicate in both hosts. Arboviruses have RNA genomes and

therefore the potential for high genetic diversity. However, many stud-

ies have reported a high degree of antigenic conservation and slow rates

of molecular evolution (reviewed by Cooper and Scott 2001). Scott et al.

(1994) and Weaver et al. (1999) suggested that alternating hosts impose

a constraint on molecular change.

Cooper and Scott (2001) used experimental evolution to study how

alternating hosts potentially constrain adaptive change. They passaged

viral lineages in cell culture through either mosquito cells only, avian

cells only, or alternating between mosquito and avian cells. They then

measured various characteristics of infectivity and growth on insect,

avian, or mammalian host cells.

The different passage histories produced significant differences in in-

fectivity and growth between the lineages. The lineages that alternated

between the two host types expressed intermediate phenotypes rela-

tive to those lineages passaged only in one cell type. Alternation ap-

parently favored compromise between changing selective regimes. Fur-

ther experimental evolution studies in vivo may provide more insight

into how multiple selective pressures constrain the rate of evolutionary

change.

Moya et al. (2000) review experimental evolution studies of vesicular

stomatitis virus, an RNA virus. They particularly emphasize that high

mutation rates and large population sizes of RNA viruses affect evolu-

tionary potential by maintaining a large diversity of variant genotypes.

Those variants provide material for a rapid response to new or chang-

ing selective pressures. The consequences of varying population size

on the rate of adaptation have been analyzed under controlled experi-

mental conditions.

A few bacterial studies analyzed escape mutants in response to con-

trolled antibody pressure (e.g., Jensen et al. 1995; Solé et al. 1998). Other

scattered studies of experimental evolution have been done on nonviral

pathogens, but none approaches the scope of the viral experiments.
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13.6 Problems for Future Research

1. Decoy antigenic variation. The first infection of a host initially stim-

ulates the naive IgM antibody repertoire, which has relatively low affinity

and broad specificity. The mature, high-affinity antibody response de-

velops by various processes, including competition between antibodies

based on binding affinity.

A pathogen gains if its most highly antigenic sites have low rates of

neutralization or high rates of antigenic change. Highly antigenic de-

coy sites can draw antibody pressure away from sites more sensitive to

neutralization or more strongly constrained against change because of

essential function.

Laeeq et al. (1997) showed that IgM antibody pressure selects variants

in the receptor binding site, whereas mature, high-affinity antibodies

select variants in the major antigenic sites outside of the binding pocket.

The immunodominant sites draw the maturing repertoire away from the

binding pocket.

To what extent have immunodominant sites evolved to draw antibody

pressure away from more sensitive sites? This is a difficult question,

because immunodominant sites may happen to be away from receptor

binding pockets or other functional sites for a variety of reasons.

No experimental systems developed so far provide a clear way to ad-

dress this problem. One needs experimental control of initial antibody

pressure and a feedback mechanism that enhances antibody pressure

on epitopes with stronger antibody binding. Feedback favors epitopes

with relatively lower rates of neutralization to evolve relatively stronger

antibody binding. Such decoy sites might additionally be favored if they

could tolerate a broad array of amino acid escape mutants.

This sort of experimental evolution would provide clues about the

forces that have shaped immunodominance. Mathematical models of

immunodominance such as those developed by Nowak and May (2000)

would aid in designing experiments and clarifying evolutionary process.

2. Genetic background. Experimental evolution studies of avian and

human H3 showed that a single amino acid change at position 226 of

HA1 determines avian α(2,3)-tropic or human α(2,6)-tropic binding

for sialic acid (Rogers et al. 1983, 1989). An open question concerns the
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role of the genetic background in conditioning the effects of a particular

substitution. These experiments could be repeated, starting with geno-

types that have different amino acid substitutions at varying distances

from site 226.

3. Kinetics of pleiotropy. Several escape mutants have been generated

by application of MAbs. It would be interesting to know the pleiotropic

consequences of antibody escape mutants for other components of fit-

ness, such as binding to host receptors, growth rate, and virulence.

These fitness components depend on various kinetic processes within

the host. A study that matched amino acid substitutions to kinetic pro-

cesses would illuminate the mechanistic basis of fitness and provide

insight into the microevolutionary patterns of change in proteins.

Most work on influenza has emphasized human isolates of influenza

A. Those isolates can be grown in vivo in mice and other hosts, but the

change in hosts compromises interpretations of kinetics and fitness. It

would be interesting to develop an experimental model of influenza A in

aquatic birds, the ancestral host for this virus. This would allow study

of natural variation in avian isolates coupled with in vivo experimental

analysis of fitness components.

4. Balancing selection of receptor binding. Influenza binding affinity

for host receptors appears to be balanced at an intermediate level. Some

substitutions raise affinity, and other substitutions lower affinity. Cell

culture studies of FMDV and other pathogens show that binding affinity

and receptor tropism evolve readily in experimental settings. It would

be interesting to learn more about the selective pressures that modulate

such affinities. The fitness effects no doubt depend on kinetic rates

of cellular binding and entry balanced against rates of aggregation on

inappropriate surfaces and in places hidden from or exposed to immune

effectors. Substitutions that modulate these rate processes may also

affect antibody binding. Study of these processes depends on a good

in vivo system in which selective pressures can be varied and fitness

components can be measured.

5. Kinetic consequences of neutralization mechanisms. Preliminary

studies of neutralization kinetics provide some clues about how anti-

body binding affects fitness. Different mechanistic models of neutraliza-

tion could be transformed into a family of mathematical models for neu-

tralization kinetics. Those models would clarify predicted response to
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experimental manipulation under different assumptions, allowing bet-

ter tests of the mechanistic assumptions. In addition, models would sug-

gest how changes in different aspects of neutralization would affect viral

fitness. The more sensitive steps in neutralization would be under more

intense selective pressure for change, suggesting a testable prediction

for which amino acid sites would be most likely to respond during ex-

perimental evolution. These studies would link molecular mechanisms,

kinetic consequences, and evolutionary forces.



14 Experimental Evolution:
CTL Escape

CTL pressure favors amino acid substitutions in pathogen epitopes that

escape recognition. Escape substitutions may avoid peptide processing

and transport, reduce binding to MHC molecules, or lower affinity for

the T cell receptor (Borrow and Shaw 1998). In this chapter, I discuss ex-

perimental evolution studies of CTL escape. I also discuss nonevolution-

ary studies that provide background or suggest promising experimental

systems.

The first section reviews mechanisms of escape during peptide cleav-

age and transport. Two studies of murine leukemia virus describe single

amino acid substitutions that changed patterns of peptide cleavage in

cellular proteasomes. One substitution added a cleavage site within an

epitope. Before the substitution, a significant amount of that epitope

was transported to the endoplasmic reticulum, bound to MHC mole-

cules, and presented to CTLs at the cell surface. The new cleavage site

greatly reduced the abundance of the epitope available for MHC binding.

A different substitution abrogated cleavage at the carboxyl terminus of

an epitope, preventing transport of the peptide from the proteasome to

the endoplasmic reticulum.

The second section describes escape from binding to MHC molecules

during experimental evolution. Studies of influenza and lymphocytic

choriomeningitis virus used a transgenic mouse with almost all of its

CTLs specific for a single epitope, creating intense selective pressure

for escape. Structural analyses of the peptide-MHC complex illuminate

the biochemical mechanisms by which escape variants reduce binding

to MHC. Experiments with simian immunodeficiency virus compared the

spread of amino acid substitutions in several epitopes when in differ-

ent host MHC genotypes. If the host had an MHC molecule that could

present a particular epitope, that epitope was much more likely to evolve

escape substitutions during infection.

The third section summarizes escape from binding to the T cell re-

ceptor (TCR). The experimental evolution studies of influenza and lym-

phocytic choriomeningitis with transgenic, monoclonal T cells yielded

some TCR escape substitutions. Structural studies of peptide-MHC com-
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plexes and binding affinity studies of the complexes with TCRs clarified

the biochemical mechanisms by which escape occurs.

The fourth section considers how the function of pathogen proteins

may be altered by CTL escape substitutions. The Tax protein of human T

cell leukemia virus type 1 provides a major target for CTL attack. Intense

immune pressure selects for escape substitutions in naturally occurring

infections. Tax plays a key role in many viral and cellular processes

that affect viral fitness. Functional studies of Tax mutants suggest that

substitutions reduce Tax performance. In HIV, amino acid substitutions

in response to drugs sometimes increase binding to MHC molecules. It

may be that the wild-type sequence reflects a balance between protein

function and avoidance of MHC binding. Drugs or other experimental

perturbations may upset that balance, exposing the mechanisms that

mediate balancing selection.

The fifth section lists kinetic processes that determine the success

or failure of escape variants. Kinetic processes connect the biochem-

ical mechanisms of molecular interaction to the ultimate fitness conse-

quences that shape observed patterns of antigenic variation. No exper-

imental evolutionary studies have focused on these kinetic processes.

The final section highlights some topics for future research.

14.1 Cleavage and Transport of Peptides

Cellular proteasomes continuously chop up proteins into smaller pep-

tides. Proteasomal cleavage patterns of proteins determine which pep-

tides will be transported into the endoplasmic reticulum by transporter

(TAP) molecules and made available for binding and presentation by the

MHC system.

Single amino acid substitutions can affect proteasomal cleavage pat-

terns (references in Beekman et al. 2000). Ossendorp et al. (1996) com-

pared an eight-residue CTL epitope in two different murine leukemia

viruses. Those epitopes differ by a K→R substitution in the first posi-

tion. The R residue adds an additional, strong cleavage site within the

epitope, causing a large reduction in the abundance of the R-containing

epitope available for MHC presentation.

Cleavage does not occur instantaneously for all proteins. Instead,

varying sites affect rates of cleavage and consequently relative abun-

dances of different peptides. Ossendorp et al. (1996) present kinetic
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data for the accumulation of the K- and R-containing epitopes, and show

that a large difference in abundance arises early in digestion, on the or-

der of one hour.

Beekman et al. (2000) studied a different epitope in the same pair of

murine leukemia viruses. In this case, an amino acid substitution at

the residue flanking the C-terminus of the epitope affected both cleav-

age and transport. An aspartic acid residue at this position prevented

cleavage precisely at the C-terminal site of the epitope and prevented

transport by TAP. Thus, the epitope remained intact, but the peptide

was not carried to the site of MHC binding.

These studies demonstrate that cleavage and transport can affect CTL

response. But no data show how commonly amino acid substitutions ab-

rogate efficient cleavage and transport. Experimental evolution studies

could manipulate immunodominance and kinetic aspects of within-host

infections to measure the frequency of the escape mechanism under dif-

ferent conditions.

14.2 MHC Binding

Amino acid substitutions can reduce affinity of epitopes for binding

to MHC molecules. This may prevent MHC from transporting bound epi-

topes to the cell surface. Alternatively, peptide-MHC complexes may be

presented on the cell surface, but higher off-rates of the peptide reduce

the opportunity for interaction with T cell receptors (TCRs). Several ex-

perimental evolution studies report mutations that reduce peptide-MHC

binding.

LCMV

Mice infected with lymphocytic choriomeningitis virus (LCMV) form

the best-studied experimental system (Pircher et al. 1990; Weidt et al.

1995; Moskophidis and Zinkernagel 1995). LCMV is a noncytopathic

RNA virus that naturally infects mice. The infection can be controlled or

eliminated by a strong CTL response of the host. In H2-b mice, the MHC

molecule Db presents the viral glycoprotein epitope GP33–43 and the

MHC molecule Kb presents the overlapping GP34–43 epitope (Puglielli

et al. 2001).

Genetically modified (transgenic) mouse lines have been developed

that express a TCR specific for GP33–43 presented by MHC Db. Most (75–
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90%) of the CTLs in these mice express the TCR for GP33–43 (Pircher et al.

1990). These CTLs clear low doses of LCMV. High doses produce an ini-

tial viremia and subsequent decline under CTL pressure, followed by the

appearance of CTL escape variants (Pircher et al. 1990). The rather ex-

treme immunodominance of this experimental system provides a good

model for studying molecular details of escape variants.

Puglielli et al. (2001) used this system to study amino acid substitu-

tions in response to CTL pressure against Db-restricted GP33–43. They

infected transgenic mice with high doses of LCMV virus. After the ini-

tial viremia and subsequent decline in titers in response to CTL pressure,

viral titers increased. They isolated viruses from this later period to de-

termine if escape variants had evolved and, if so, by what mechanism.

These late viruses had a V→A substitution at the third position (site 35)

of GP33–43 that nearly abolished binding to MHC Db.

Binding affinity of a peptide to MHC class I molecules typically de-

pends on a small number of anchor residues in the peptide (Janeway

et al. 1999). For example, an MHC molecule may have two anchor posi-

tions such that the fifth and ninth amino acids from the amino termi-

nus (lower-numbered end) of the peptide determine the main portion of

binding affinity. Structurally, such anchors may be pockets in the MHC

molecule into which side chains from amino acids can fit. An amino

acid with a side chain that fits well into the MHC pocket will bind with

high affinity. A substitution in the peptide at an anchor position to a

different amino acid with significantly altered shape or charge often di-

minishes or abolishes effective binding of the peptide-MHC complex.

Substitutions at nonanchor residues usually have much smaller effects

on binding affinity.

The third binding position of MHC Db is neither the primary nor aux-

iliary anchor residue according to previous studies (Rammensee et al.

1995). However, Tissot et al. (2000) solved the structure of Db bound

to the LCMV wild-type epitope at GP33-43 (fig. 14.1). They found that

the peptide residue at position three had its side chain buried in the

Db binding cleft and, apparently, certain substitutions such as V→A at

this location can disrupt binding in the manner of an anchor position

(Puglielli et al. 2001).

Moskophidis and Zinkernagel (1995) studied the same system with

H2-b mice and LCMV virus. Evolution within experimentally infected

mice produced substitutions in immunodominant CTL epitopes. The
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(a)

(b)

Figure 14.1 Binding of LCMV epitope GP33-41 to the H-2 mouse MHC molecule
Db. The nine amino acids of the epitope in positions 33–41 of the protein are
labeled as P1–P9. (a) The epitope fits into the MHC binding groove. The bound
epitope exposes P4 and P6–P8; the groove shelters the other residues. (b) Side-
view diagram shows the buried and exposed residues. Rammensee et al. (1995)
list P5 and P9 as anchor residues; P2 and P3 also occur deep in the groove. From
Tissot et al. (2000).

substitutions N→D and N→S at position 280 of epitope GP275–289 abol-

ished presentation by MHC molecule Db. This position forms an anchor

residue for binding to Db.
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Moskophidis and Zinkernagel (1995) also studied the V→L substitu-

tion at position 35 of GP32–42 originally obtained in the experimental

evolution studies of Pircher et al. (1990). Both Db and Kb can present

this epitope. The V→L change, which occurred in a nonanchor residue

for both MHC molecules, did not significantly reduce binding to either

MHC molecule. The substitution did significantly reduce CTLs directed

against this epitope when presented by Db.

From these studies, two different substitutions at GP35 were analyzed

(position P3 in fig. 14.1). Puglielli et al. (2001) found that a V→A substi-

tution at GP35 abrogated binding to Db, whereas Moskophidis and Zin-

kernagel (1995) found that a V→L change did not affect binding to Db.

Although this site was previously considered as a nonanchor residue, the

L and A substitutions had significantly different effects on MHC bind-

ing. Interestingly, the V→L substitution, which did not affect binding

affinity to the MHC molecule, did reduce the affinity of the peptide-MHC

complex for a TCR (see section 14.3 below, TCR Binding).

SIV

Several authors suggest that HIV escape from CTLs plays an impor-

tant role in the dynamics and persistence of infection within individual

hosts (e.g., McMichael and Phillips 1997; Nowak and May 2000). Many

lines of evidence from human hosts support this argument. But human

infections cannot be controlled or manipulated experimentally. Several

experimental evolution studies of simian immunodeficiency virus (SIV)

infections in rhesus macaques have recently been published.

Allen et al. (2000) infected eighteen rhesus macaques with cloned SIV.

All ten hosts expressing the MHC class I molecule Mamu-A*01 made

CTLs to Tat28–35, the SL8 epitope in the Tat protein. Up to 10% of cir-

culating CTLs recognized this epitope during the acute phase of viremia

three to four weeks after infection. However, the frequency of Tat-

specific CTLs dropped sharply after the acute phase, suggesting escape

from recognition.

Sequencing at eight weeks after infection showed that five of ten

Mamu-A*01 positive animals had mutations in the SL8 epitope, with

little variation outside of this epitope. By contrast, only one of eight

Mamu-A*01 negative hosts had mutations in the SL8 epitope. Four of the

amino acid substitutions in SL8 effectively destroyed binding to Mamu-



236 CHAPTER 14

A*01. Three of these substitutions occurred at position 8, the primary

anchor site, and one substitution occurred at position 2, the secondary

anchor site. Two other substitutions reduced binding by less than two

orders of magnitude: a substitution at position 1 reduced binding by

67%, and a substitution at position 5 reduced binding by 85%.

Z. W. Chen et al. (2000) observed CTL escape in SIV infections of rhe-

sus macaques mediated by a single T→A substitution in an epitope of

the Gag protein. The Mamu-A*01 MHC molecule presents this Gag181–

189 epitope on the cell surface. The substitution did not affect bind-

ing affinity of Mamu-A*01 for Gag181–189. However, the peptide-MHC

complexes could stimulate CTL response only when in vitro target cells

where experimentally pulsed with high concentrations of the mutated

epitope. Z. W. Chen et al. (2000) conclude that the substitution increases

the off-rate of binding, causing a high dissociation rate of peptide-MHC

complexes on the cell surface. High experimental concentrations of the

epitope in vitro may overcome the high dissociation rates and provide

enough peptide-MHC complexes on the cell surface to stimulate CTLs.

Many studies of CTL escape either use nearly monoclonal T cells or

follow only one viral epitope. This leaves open the problem of whether

polyclonal CTL responses to multiple epitopes favor escape in the same

way as CTL responses to a single epitope. Evans et al. (1999) addressed

this issue by following the within-host evolution of five distinct CTL

epitopes of the Env and Nef proteins in five rhesus macaques experi-

mentally infected by SIV. All hosts had the same MHC class II genotype

and thus similar presentation of epitopes to helper T cells.

Hosts B and B′ had the same MHC class I genotype and progressed rap-

idly to disease without making a strong CTL response. The other three

hosts made strong initial CTL responses. Hosts A and D progressed

slowly to disease, whereas host C progressed at an intermediate rate.

The intermediate progressor, host C, differed from the fast progressors

by having MHC class I molecules Mamu-A*11 and Mamu-B*17. These

MHC molecules presented two epitopes, Env497–504 and Nef165–173.

One slow progressor, host A, differed from the fast progressors by hav-

ing MHC class I molecules Mamu-B*03 and Mamu-B*04, which present

three epitopes, Env575–583, Nef136–146, and Nef62–70. The other slow

progressor, host D, had all four class I molecules listed for hosts A and

C, and presented all five epitopes.
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Evans et al. (1999) sequenced env and nef genes at various times

during the course of infection. For the five epitopes listed above, each

host had viral populations dominated by escape mutants only for those

epitopes that they could present by their class I MHC molecules. For

example, host C viruses were dominated by escape mutants in Env497–

504 and Nef165–173 but not in the other three epitopes. This demon-

strates selective pressure on multiple epitopes, defined by MHC class I

presentation. Some of the escape variants abolished MHC binding to the

epitopes, whereas others apparently reduced TCR recognition.

INFLUENZA

Price et al. (2000) infected mice with a human isolate of influenza.

These transgenic mice expressed a monoclonal TCR specific for the

influenza nucleoprotein epitope NP366–374, leading to a narrow and

strong CTL response directed against this epitope. This intense selec-

tive pressure favored escape variants in this nine-residue epitope at posi-

tions 5, 6, 7, and 9, each escape variant having only one altered position.

Young et al. (1994) described the structure of the MHC Db molecule

bound to this NP epitope. This structural information allowed Price

et al. (2000) to interpret the substitutions they observed in response to

CTL pressure. Positions 5 and 9 form anchor sites buried in the MHC

binding groove. Three different amino acid replacements at position 5

greatly reduced binding affinity for Db and consequently abrogated CTL

stimulation.

A substitution at position 9 reduced affinity for Db less than 10-fold.

In spite of the relatively small change in binding affinity for MHC, this

substitution also abolished CTL response. Price et al. (2000) cite data to

suggest that peptide processing and transport do not play a role, so the

mechanism of escape by this substitution remains unclear.

14.3 TCR Binding

I continue with the influenza study by Price et al. (2000), which ended

the previous section. I then return to the LCMV experimental system,

which provides the first combined information on structure, binding

affinity, and escape mutations with respect to peptide-MHC interactions

with the TCR.
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INFLUENZA

The structural study of Young et al. (1994) demonstrated that binding

between MHC Db and the NP366–374 epitope exposes positions 6 and 7.

These exposed positions could potentially interact with the TCR. Haanen

et al. (1999) showed a dominant role for position 7 by tetramer staining

of TCR bound to peptide-MHC complexes. These previous structural

and binding studies did not implicate position 6 as important for TCR

affinity.

Price et al. (2000) observed three substitutions at positions 6 and one

at position 7 that bound to Db with the same affinity as the wild type.

These escape variants avoided binding by the transgenic, monoclonal

CTL.

Price et al. (2000) compared the ability of the wild type and an M→I

substitution at position 6 to stimulate a CTL response in immunocompe-

tent mice with a polyclonal repertoire. The M→I substitution attracted

3–10-fold fewer CTLs than did the wild type. Thus, this substitution at

position 6 that escaped the transgenic monoclonal CTLs did not abolish

polyclonal CTL stimulation. These observations suggest that the total

TCR repertoire includes a set of overlapping specificities with varying

affinity, allowing recognition of the altered ligand.

LCMV

In the section above on MHC binding, I described the V→L substitution

of LCMV at GP35 (P3) that provided escape from transgenic CTLs in ex-

perimental infections of mice (Moskophidis and Zinkernagel 1995). This

substitution did not significantly reduce binding affinity of the GP33–41

epitope for the MHC molecule Db. Moskophidis and Zinkernagel (1995)

concluded that this substitution interfered with stimulation of CTLs by

the peptide-MHC complex.

Tissot et al. (2000) analyzed the structure and affinity of the peptide-

MHC complex bound to the same TCR used by Moskophidis and Zin-

kernagel (1995). The V→L substitution at P3 reduced binding affinity to

the TCR by a factor of 50, even though P3 is buried in the peptide-MHC

binding groove (fig. 14.1). Tissot et al. (2000) suggest that the relatively

bulky leucine reside caused shifting of the structure and a slight move-

ment in residues P2 and P4. The residue at P4 is exposed and had the

strongest effect on binding affinity to the TCR, so movement of P4 could
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be responsible for the change in affinity. Escape variants with a Y→F sub-

stitution at P4 obtained during experimental evolution in vivo cause a

100-fold decline in affinity for the TCR.

14.4 Functional Consequences of Escape

Escape substitutions change amino acids in pathogen proteins. Those

changed proteins may have altered performance, affecting pathogen fit-

ness in ways other than CTL escape. Ideally, experimental studies of

escape would provide information about changed functional character-

istics of pathogen proteins and the associated fitness consequences. I

am not aware of any such analyses for CTL escape in experimentally

controlled systems. Two uncontrolled studies provide some clues.

First, Niewiesk et al. (1995) analyzed CTL escape variants of human

T cell leukemia virus (HTLV-1) in naturally infected human hosts. They

focused on the Tax protein, a major target of CTLs. Individuals with

MHC type HLA-A2 simultaneously recognize at least five epitopes of

Tax (Parker et al. 1994). Niewiesk et al. (1995) found that in HLA-A2

subjects, 24 of 179 isolates had substitutions in epitopes presented by

HLA-A2. By contrast, in subjects without HLA-A2, only one of 116 of

these epitopes had a substitution. CTLs appear to be imposing strong

selective pressure that favors escape. Nine different substitutions oc-

curred across the five Tax epitopes. Each substitution abolished CTL

attack of the associated epitope.

HTLV-1 is a retrovirus that integrates itself into the host genome. The

Tax protein is a trans-acting transcriptional regulator that modulates

expression of several viral and cellular genes (Yoshida 2001). Because

HTLV-1 typically occurs as an integrated provirus in host cells, viral

replication occurs by transmission within the lineages of host cells and

by transmission between cells. Tax appears to affect several aspects of

the cell cycle, potentially enhancing cell division and reducing cell death.

Niewiesk et al. (1995) tested the nine observed Tax substitutions for

potency as activators of one viral and two cellular promoters of tran-

scription. Potencies were compared with activation by a consensus se-

quence. Three substitutions had lowered ability to activate the viral

promoter, and all nine substitutions caused lowered or no activation of

two cellular promoters. The fitness consequences of these substitutions

could not be measured directly. In vitro studies introduced mutations
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into the Tax protein and demonstrated that most mutations abolished

Tax function (Smith and Greene 1990; Semmes and Jeang 1992). Thus,

Tax appears to be highly constrained, suggesting that substitutions ac-

cumulate only under very strong CTL pressure.

A second study analyzed the selective pressure imposed by a drug

(Samri et al. 2000). This study of human patients with HIV compared the

viral reverse transcriptase (RT) protein before and after application of

nucleoside inhibitors of RT. Substitutions in RT that escape drug pres-

sure also reduce viral fitness (Coffin 1995; Back et al. 1996; Harrigan

et al. 1998; Sharma and Crumpacker 1999). Samri et al. (2000) showed

that, on average, drug escape mutants increased CTL recognition, most

likely by enhanced binding to common MHC molecules.

Samri et al.’s (2000) preliminary study raises some interesting prob-

lems. Amino acid sequences of viral proteins may be shaped by two

opposing pressures: contribution to viral function and escape from im-

mune recognition. Thus, amino acid substitutions in response to a third

force, such as a drug, may be likely to reduce protein performance or

enhance recognition by the host immune system. In the case of RT,

both reduced performance and enhanced MHC recognition may have

occurred.

A particular viral sequence reflects the balance between functional

performance and avoidance of CTL recognition via MHC presentation.

Experimentally applied selective pressures such as drugs may provide

information about the functional and immune selective pressures that

shaped the wild-type sequence.

14.5 Kinetics of Escape

Experimental evolutionary studies have not focused on the kinetics

by which escape variants arise and spread within hosts or within popu-

lations. I briefly list six issues.

IMMUNODOMINANCE

The first experimentally controlled studies of escape from CTLs used

extreme immunodominance (Pircher et al. 1990). In that system, ge-

netically constructed mice produced the identical TCR on 75–90% of

circulating T cells. That extreme, monoclonal TCR distribution creates
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powerful selection favoring escape mutants for epitopes recognized by

the dominant TCR.

More realistic polyclonal distributions of TCRs may not favor escape

so easily (Borrow and Shaw 1998; Haanen et al. 1999). A single viral

mutation can abrogate recognition of a particular epitope, but the virus

carrying the mutant will likely express other epitopes recognized by dif-

ferent CTLs. By this argument, partial escape means partial recognition

and death.

The degree of immunodominance plays an important role. For some

pathogens and hosts, a typical response may primarily target a single

epitope, with fewer CTLs focusing on subdominant epitopes. In this

case, the pressure on the lead epitope favors escape. Other infections

may have a broader and more even CTL response against several epi-

topes. Escape at one epitope does not alleviate recognition at several

other epitopes. However, escape at multiple epitopes may be observed

within individual hosts (Evans et al. 1999). The role of immunodomi-

nance in escape depends on the rate of killing by CTLs relative to the

rate of viral transmission between cells (McMichael and Phillips 1997;

Nowak and May 2000).

RATE OF KILLING VERSUS RATE OF TRANSMISSION

Consider a cytopathic virus—one that bursts its host cell when lib-

erating progeny virions. A CTL escape mutant gains if it enhances the

probability of cellular burst before CTL-mediated death. This probabil-

ity depends on the race between the CTLs to kill infected cells and the

viruses to liberate progeny. Escape at a dominant epitope provides ben-

efit if the aggregate rate of killing via subdominant epitopes allows a

higher probability of burst before death.

Noncytopathic viruses leak progeny virions from intact host cells.

Here the race occurs between, on the one hand, CTL-induced death and,

on the other hand, the time before the first viral progeny release and

then the subsequent rate of progeny production. CTL escape has no

benefit if pressure on other epitopes still kills before initial progeny

production. If some infected cells survive to produce new virions, the

benefit of escape at one epitope depends on the expected increase in

cellular longevity during the productive phase of virion release and the

probability that released viruses transmit to new host cells.
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The roles of these different rate processes could be combined into

a mathematical model by extending the approach of Nowak and May

(2000). Experimental control over TCR diversity, CTL intensity, and com-

parison of cytopathic and noncytopathic viruses could provide tests of

the mechanistic processes contained in the mathematical formulation.

MULTIPLICITY OF INFECTION

Higher multiplicity of infection may reduce the rate at which escape

mutants spread (McMichael and Phillips 1997). Suppose two viruses

infect a host cell. One virus expresses an escape mutant that avoids

recognition by the dominant CTLs, whereas the other virus expresses the

common epitope recognized by the dominant CTLs. This dually infected

cell presents the common epitope on its surface, making it susceptible

to recognition by CTLs. The escape mutant benefits only to the extent

that fewer recognized peptides occur on the cell surface—lower density

may reduce the rate of killing, and that reduction may in turn allow more

of the escape variant’s progeny to be transmitted.

DOSAGE AND POPULATION SIZE WITHIN HOSTS

In experimental studies, escape mutants arise more often as infecting

dose increases (Pircher et al. 1990). At low doses, the host clears infec-

tion before escape mutants spread. Higher dose most likely produces

larger population size during the initial viremia, increasing the time and

the number of pathogens available to make a particular mutant.

Experimental manipulations could test the contributions of dosage,

pathogen population size within the host, and time to clearance. Wait-

ing time for an escape mutant also depends on the mutation rate, which

could perhaps be varied by comparing genotypes that differed in muta-

tion rate.

RATE OF CLEARANCE AND TRANSMISSION BETWEEN HOSTS

Rapidly cleared infections provide little opportunity for the transmis-

sion of escape variants. Such variants spread within hosts only after

intense CTL pressure begins. If the infection clears rapidly, then the

potential escape variants do not increase sufficiently within the host to

contribute significantly to transmission to other hosts.
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MHC POLYMORPHISM AND TRANSMISSION BETWEEN HOSTS

CTL escape may depend on reduced binding to an MHC molecule or

on changed affinity between TCRs and the peptide-MHC complex. Hosts

vary in the highly polymorphic MHC alleles. Escape from one host’s MHC

binding does not provide protection if most other hosts carry different

MHC alleles. Long-term spread of an MHC escape variant depends on

the frequency at which viruses encounter the particular MHC molecule

and the intensity of forces against the escape variant. Such countering

forces include creation of new sequences that bind well to different MHC

molecules and functional attributes that affect the performance of the

viral protein.

Further insight may be gained by multiple passage experiments. Vi-

ruses could be passed through a sequence of hosts with either the same

or varying MHC genotypes. The changing frequencies of amino acid

substitutions could be tracked under different regimes of fluctuating

selection.

14.6 Problems for Future Research

1. Immunodominance and timing of epitope expression. Infected

cells express different pathogen proteins at different times. Proteins

expressed relatively early may be more likely to attract a dominant CTL

response because they occur on the cell surface for longer periods of

time. The role of timing could be studied in the following experimental

evolution design.

Create a host with a biclonal TCR repertoire focused on two different

pathogen epitopes, one expressed early and the other expressed late.

Also create two different hosts with monoclonal TCRs, one focused on

the early epitope and the other focused on the late epitope. Finally,

create a host immunodeficient in CTL response. Infect the four differ-

ent host types with cloned genotypes of a pathogen. If early expressed

epitopes attract stronger CTL responses, then the biclonal host should

induce fewer escape substitutions in the late expressed epitope than the

monoclonal host focused on the late epitope. The relative escape rates

in the monoclonal hosts focused on early and late epitopes calibrate es-

cape rates in the absence of competition between epitopes.
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A similar design may be accomplished by using different host MHC

genotypes to turn on or off the pressure on epitopes expressed at dif-

ferent times.

2. Immunodominance and probability of escape. Pressure from a sin-

gle kind of MAb often gives rise to antibody escape mutants. By contrast,

simultaneous pressure from two or more MAbs can prevent spread of es-

cape substitutions because a pathogen needs to escape simultaneously

from multiple killing agents. A similar experiment can be developed for

CTLs by using different MHC host genotypes. In experimental evolution

studies, hosts that can effectively present a broader variety of epitopes

should restrict the spread of escape substitutions relative to hosts with

narrower presentation.

3. Performance versus avoiding MHC recognition. Substitutions that

avoid MHC recognition may reduce other components of fitness. This

hypothesis can be tested by evolving pathogens in different regimes of

MHC-mediated selection and then competing the evolved pathogens to

determine relative fitness. In this design, one starts with a cloned patho-

gen genotype. Some lineages can be passaged in a sequence of hosts with

the same MHC genotype, others in hosts with varying MHC genotypes,

and controls in hosts immunodeficient for CTL response. Competition

between various pairs of evolved pathogens can be used to estimate the

fitness costs of substitutions that avoid MHC recognition.

Some sites may have the potential to abrogate MHC recognition but

fail to acquire escape substitutions during experimental evolution. Non-

varying sites may identify key functional residues. This can be tested

by site-directed mutagenesis.

4. Spread of TCR escape substitutions between hosts. Klenerman and

Zinkernagel (1998) demonstrated original antigenic sin of TCR escape

mutants in LCMV. To simplify a bit, suppose epitope B is a TCR escape

variant derived from epitope A. If a host is first exposed to epitope

A, subsequent exposure to epitope B tends to reinforce the response

against epitope A. Similarly, hosts initially exposed to B, then challenged

with A, enhance their response to the first epitope, B. Thus, memory

tends to recall TCRs to previous, cross-reacting epitopes.

This memory effect may influence the spread of TCR escape substitu-

tions within a population. To study the evolutionary consequences, an

experimental evolution design could follow the fate of particular substi-
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tutions through serial passage in hosts with various histories of prior

exposure. For example, what sort of evolutionary response would occur

in a series of hosts each previously exposed to epitope A? Each previ-

ously exposed to epitope B? What about a sequence of hosts with varying

exposure histories?

5. Altered peptide ligands. The affinity and kinetics of TCR binding to

peptide-MHC ligands influences regulatory control of CTL clones (Davis

et al. 1998; Germain and Štefanová 1999). Variant epitopes present al-

tered peptide ligands (APLs) to the TCR. It may be that APLs can inter-

fere with CTL attack by preventing expansion of CTLs with matching

TCR specificities. Experimental evolution may favor APLs that interfere

with CTL attack. APL variants could be measured for binding proper-

ties to TCRs (Tissot et al. 2000) and tendency to spread under various

experimental conditions.

6. Dependence of TCR escape on TCR germline genes. Germline genes

recombine to make diverse TCRs. The role of the germline genotype in

the TCR repertoire could be studied by selecting for TCR escape mutants

in hosts with different TCR germline genotypes.

7. Laboratory adaptation. Experimental evolution creates adaptations

to the particular in vitro or in vivo laboratory conditions. These con-

ditions only partially reflect selection in the wild. Laboratory studies

provide an opportunity to relate biochemical mechanism to kinetics,

and kinetics to fitness. Mathematical models aid the controlled, experi-

mental dissection of these relations (Nowak and May 2000). Controlled

analysis must be complemented by study of variation and adaptation in

natural isolates. The next chapter discusses aspects of natural variation.



15 Measuring Selection
with Population Samples

Experimental evolution provides insight into kinetic and mechanistic as-

pects of parasite escape from host immunity. Such experimental studies

clarify selective forces that influence change at certain amino acid sites.

But experimental studies provide only a hint of what actually occurs in

natural populations, in which selective pressures and evolutionary dy-

namics differ significantly from those in controlled laboratory studies.

It is important to combine experimental insights with analyses of vari-

ation in natural populations. In this chapter, I discuss how population

samples of nucleotide sequences provide information about natural se-

lection of antigenic variation.

I focus on themes directly related to the goal of this book—the syn-

thesis between different kinds of biological analyses. In particular, I

show how analysis of population samples complements studies of mo-

lecular structure and experimental evolution. Several books and articles

review the methods to analyze population samples and the many differ-

ent types of applications (Kimura 1983; Nei 1987; Nee et al. 1995; Hillis

et al. 1996; Li 1997; Page and Holmes 1998; Crandall 1999; Hughes

1999; Nei and Kumar 2000; Otto 2000; Rodrigo and Learn 2000; Yang

and Bielawski 2000; Bush 2001; Overbaugh and Bangham 2001).

The first section describes how different kinds of natural selection

cause different patterns of nucleotide substitutions. Thus, the pattern of

nucleotide substitutions observed in a population sample of sequences

can sometimes be used to infer the kind of selection. The simplest pat-

tern concerns the number of nucleotide changes that cause an amino

acid substitution (nonsynonymous) relative to the number of nucleotide

changes that do not cause an amino acid substitution (synonymous). If

natural selection does not affect the relative success of amino acid vari-

ants, then nonsynonymous and synonymous nucleotide substitutions

occur at the same rate. An excess of nonsynonymous substitutions sug-

gests that natural selection favored those changes, providing evidence

for positive selection of amino acid replacements.

The second section presents two examples of positive selection on

parasite antigens. The surface antigen Tams1 of the protozoan Theileria
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annulata induces a strong antibody response in cattle, its primary host.

A sample of nucleotide sequences showed that strong positive selection

occurred in a few small regions of the Tams1 antigen, suggesting that

those regions have been under strong selection for escape from host

immunity. The group A streptococci cause sporadic epidemics of “strep

throat.” Streptococcal inhibitor of complement (Sic) is the most variable

protein of these bacteria. In a sample of 892 nucleotide sequences, 77 of

86 nucleotide changes caused amino acid substitutions, a large excess

of nonsynonymous substitutions. Very strong natural selection by host

antibodies apparently drives rapid change in Sic.

The third section continues with more examples of positive selec-

tion on parasite antigens. These examples improve on earlier studies

by estimating the rates of synonymous and nonsynonymous nucleotide

changes for each individual amino acid. This is important because an

epitope often requires only one or two amino acid changes to escape

from binding by a specific antibody or T cell. Identification of particular

amino acid sites under strong selection can confirm predictions for the

location of epitopes based on structural data and experimental anal-

ysis of escape mutants. Positively selected sites can also suggest the

location of new epitopes not found by other methods and provide clues

about which amino acid variants should be included in multicomponent

vaccines.

The fourth section turns to recent studies of influenza A that corre-

late amino acid changes at positively selected sites with the subsequent

success of the lineage. This correlation between substitutions and fit-

ness provides an opportunity to predict future evolution—new variants

arising at positively selected sites are predicted to be the progenitors of

future lineages. Yearly influenza A isolates from 1983 to 1997 provided

sequences on which to test this prediction method retrospectively. In

nine of eleven years, the changes at positively selected sites predicted

which lineage would give rise to the future influenza population.

The final section highlights some topics for future research.

15.1 Kinds of Natural Selection

Different kinds of natural selection leave different patterns of nu-

cleotide substitutions. These patterns can be observed in a sample of
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sequences isolated from a population, allowing one to infer the type of

selection.

SYNONYMOUS AND NONSYNONYMOUS NUCLEOTIDE SUBSTITUTIONS

The genetic code maps three sequential nucleotides (a codon) to a

single amino acid or to a stop signal. The four different nucleotides

combine to make 43 = 64 different codons. The 64 codons specify 20

different amino acids plus a stop signal, leading to an average of 64/21 ≈
3 different codons for each amino acid or stop signal. This degenerate

aspect of the code means that some nucleotide substitutions do not

change the encoded amino acid or stop signal.

Nucleotide substitutions that do not cause an amino acid change are

called synonymous; those that do change the encoded amino acid are

called nonsynonymous. Synonymous substitutions do not affect the

amino acid sequence and therefore should not be affected by natural

selection of phenotype. By contrast, nonsynonymous substitutions can

be affected by selection because they do change the encoded protein.

If there is no selection on proteins, then the same forces of mutation

and random sampling influence all nucleotide changes, causing the rate

of nonsynonymous substitutions, dN , to equal the rate of synonymous

substitutions, dS (Nei 1987; Li 1997; Page and Holmes 1998).

POSITIVE AND NEGATIVE SELECTION

When natural selection favors change in amino acids, the nonsynony-

mous substitution rate dN rises. Thus, dN > dS measured in a sam-

ple of sequences implies that natural selection has favored evolutionary

change. This contribution of selection to the rate of amino acid change

above the background measured by dS is called positive selection. Par-

asite epitopes often show signs of positive selection as they change to

escape recognition by host immunity (Yang and Bielawski 2000).

By contrast, negative selection removes amino acid changes, preserv-

ing the amino acid sequence against the spread of mutations. Nega-

tive selection reduces the nonsynonymous substitution rate, causing

dN < dS .

The great majority of sequences show negative selection, suggesting

that most amino acid replacements are deleterious and are removed by

natural selection. In cases where positive selection does occur, the non-
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synonymous replacements often cluster on protein surfaces involved

in some sort of specific recognition. In these positively selected pro-

teins, amino acid sites structurally hidden from external recognition of-

ten show the typical signs of negative selection (see references in the

introduction to this chapter).

FREQUENCY-DEPENDENT SELECTION

A rare antigenic variant has an advantage because it avoids immune

memory in hosts induced by more common variants. This is an example

in which the success of an allele depends on its frequency, a kind of

frequency-dependent selection (Conway 1997).

Selection favoring rare types can cause two different patterns of evo-

lutionary change. First, transient polymorphisms may arise, in which

novel variants increase when rare and eventually dominate the popula-

tion, driving out the previous variants. This reduces genetic variation at

all nucleotide sites linked to the favored substitution.

Second, balanced polymorphisms may occur, in which rare variants

increase but then are held in check as they rise in frequency. This pro-

tects genetic variants from extinction because they rise when rare but

decline when common. Nucleotide sites linked to those sites under se-

lection also enjoy protection against extinction because they receive a

selective boost whenever they become rare. This increases genetic varia-

tion at all nucleotide sites linked to the site under selection. Thus, tran-

sient polymorphisms decrease genetic variation in sequences linked to

a favored site, and balanced polymorphisms increase genetic variation

in sequences linked to a favored site.

15.2 Positive Selection to Avoid Host Recognition

Many examples of positive selection come from genes involved in

host-parasite recognition (Endo et al. 1996; Hughes 1999; Yang and

Bielawski 2000). These sequence analyses provide information about

how selection has shaped the structure and function of proteins. For

example, one may combine analysis of positive selection with structural

data to determine which sites are exposed to antibody pressure. In the

absence of structural data, sequences can be used to predict which sites

are structurally exposed and can change and which sites are either not



250 CHAPTER 15

exposed or functionally constrained. I briefly summarize a few cases in

this section.

THEILERIA ANNULATA

The tick-borne protozoan Theileria annulata causes disease in cattle

(Gubbels et al. 2000). The surface antigen Tams1 induces a strong an-

tibody response and has been considered a candidate for developing a

vaccine. However, Tams1 varies antigenically; thus studies have focused

on the molecular nature of the variability to gain further insight. The

structure and function of Tams1 have not been determined.

Recently, Gubbels et al. (2000) analyzed a population sample of nu-

cleotide sequences to predict which domains of Tams1 change in re-

sponse to host immunity and which domains do not vary because of

structural or functional constraints. They found seven domains with

elevated rates of nonsynonymous substitutions compared with synony-

mous substitutions (fig. 15.1), suggesting that these regions may be ex-

posed to antibody pressure. Some domains had relatively little nonsyn-

onymous change, indicating that structural or functional constraints

preserve amino acid sequence. These inferences provide guidance in

vaccine design and point to testable hypotheses about antigenicity and

structure.

GROUP A STREPTOCOCCI

Group A streptococci (GAS) infect the upper respiratory tract of hu-

mans, causing “strep throat.” GAS epidemics develop quickly and typic-

ally last one to three years (Martin and Single 1993; Muotiala et al. 1997).

Streptococcal inhibitor of complement (Sic) is the most variable protein

of GAS (Hoe et al. 1999). This extracellular protein interferes with the

host’s complement system of immunity, a key defense against invading

bacteria.

Hoe et al. (1999) sequenced the sic gene in 892 GAS isolates. These

sequences had insertions, deletions, and nonsynonymous substitutions

that encode 158 variant Sic proteins. Of the single nucleotide changes,

77 of 86 caused amino acid substitutions (nonsynonymous), demon-

strating strong positive selection.

Figure 15.2 shows the phylogenetic relationship between sequences

from Ontario, Canada, in 1996. Most variants could be linked to each
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Figure 15.1 The seven peaks identify the major regions of positive selection in
the Tams1 protein. The eighteen sequences analyzed in this figure have about
870 nucleotides. The analysis focused on a sliding window (Endo et al. 1996)
of 60 nucleotides (20 amino acids). For each window shown on the x axis, the
numbers of nonsynonymous and synonymous nucleotide substitutions were
calculated by comparing the eighteen sequences. The y axis shows the strength
of positive selection measured as follows. For each window of 60 nucleotides,
each pair of sequences was compared. Each paired comparison was scored
for the statistical significance of positive selection based on the numbers of
nonsynonymous and synonymous changes between the pair, with a score of
zero for nonsignificant, a score of one for significant, and a score of two for
highly significant. The maximum score is twice the number of comparisons;
the actual score is the sum of significance values for each comparison; and the
percentage of the maximum is the actual divided by the maximum multiplied
by 100. From Gubbels et al. (2000), with permission of Elsevier Science.

other by a small number of changes, as shown in the figure. The starlike

shape of the phylogeny suggests that the isolates diverged rapidly from

a common ancestor during the course of the local epidemic. This rapid

divergence implies very strong selection for change, most likely caused

by escape from host antibodies (Hoe et al. 1999).

15.3 Phylogenetic Analysis of Nucleotide Substitutions

Initial studies of selection often used small numbers of sequences,

typically fewer than one hundred. Small sample sizes required aggre-

gating observations across all nucleotide sites to gain sufficient statis-

tical power. Conclusions focused on whether selection was positive,

negative, or neutral when averaged over all sites. With slightly larger

samples, one could do a sliding window analysis as in figure 15.1 to in-
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Figure 15.2 Phylogeny for Group A streptococcal sic alleles from a local epi-
demic in Ontario, Canada. Each tip corresponds to one isolate. The numbers on
each branch indicate the number of molecular differences between each node.
From Hoe et al. (1999), with permission of Nature Medicine.

fer the kind of selection averaged over sets of amino acids that occur

contiguously in the two-dimensional sequence (Endo et al. 1996).

We have seen throughout this book that major changes in binding

and antigenicity often require only one or a few amino acid changes.

The analytical methods that aggregate over whole sequences or sliding

windows often fail to detect selection at the scale of single-site substitu-

tions, which appears to be the proper scale for understanding antigenic

evolution.

Recently, larger samples of sequences have provided the opportunity

to study the rates of synonymous and nonsynonymous substitutions at

individual nucleotide sites. Each individual substitution occurs within

a lineal history of descent, that is, a change occurs between parent and

offspring. To study each substitution directly, one must first arrange a

sample of sequences into lineal relationships by building a phylogenetic

tree. From the tree, one can infer the nucleotide sequence of ancestors,

and therefore trace the history of each nucleotide change through time.

Each nucleotide change can be classified as synonymous or nonsyn-

onymous. For each amino acid site, one can sum up the numbers of

synonymous and nonsynonymous nucleotide changes across the entire

phylogeny and derive the associated rates of change. With appropriate
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statistics, one determines for each amino acid site whether nonsynony-

mous changes occur significantly more or less often than synonymous

changes (Hasegawa et al. 1993; Wakely 1993; Bush et al. 1999; Meyer

et al. 1999; Suzuki and Gojobori 1999; Yang and Bielawski 2000; Bush

2001).

The concepts of measuring positive and negative selection remain the

same. However, for the first time, the statistical power has been raised

to the point where analysis of population samples provides significant

insight into the evolution of antigens. The power derives from studying

the relative success of alternate amino acids at a single site. Important

selective forces include the amino acids at other sites as well as binding

properties to host immune molecules and other host receptors.

HIV

Yamaguchi-Kabata and Gojobori (2000) analyzed selection on indi-

vidual amino acid sites in gp120, the major exposed glycoprotein on

the HIV-1 envelope. gp120 contains the primary host-cell receptor that

binds to the host’s CD4 molecules on the surfaces of various immune

cells. gp120 also has the secondary host-cell receptor that binds either

the host’s CCR5 or CXCR4 molecules—the viral binding specificity for

these second receptors determines the kinds of host immune cells in-

fected by the virus. gp120 carries major antibody epitopes as well as

CTL epitopes.

Yamaguchi-Kabata and Gojobori (2000) studied amino acid variations

at 422 sites in 186 sequences of HIV-1 subtype B. Significant positive se-

lection occurred at 33 sites, and significant negative selection occurred

at 63 sites. As with most proteins, negative selection or no apparent

selection dominated over the whole sequence, with positive selection

limited to a minority of sites.

Previous work had split the linear amino acid sequence into five vari-

able and five constant domains based on the inferred tendency for ge-

netic variation in each region (Modrow et al. 1987). The variable domains

mostly occur in exposed loops, whereas the constant regions mostly oc-

cur in a core that may be partly protected.

Yamaguchi-Kabata and Gojobori (2000) found that, when analyzing

selection on individual amino acids, sites in the variable domains did

have a relatively greater tendency to be positively rather than negatively
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selected. By contrast, those sites in the constant domains had a rela-

tively greater tendency to be negatively rather than positively selected.

However, many positively selected sites occurred in the constant do-

mains.

Yamaguchi-Kabata and Gojobori (2000) focused on individual sites

with regard to location on the three-dimensional structure and in rela-

tion to potential selective pressures. For example, fifteen of the thirty-

three positively selected sites clustered on the face of the gp120 core

opposite the CD4 binding site. Seven of these sites occurred in posi-

tions 335–347, which form an α-helix that is alternately exposed on the

surface and hidden in the core. The positively selected sites occurred

at exposed positions, whereas three of the interior sites were highly

conserved although they lacked elevated ratios of synonymous to non-

synonymous substitutions.

The other positively selected sites in this region also occurred on the

exposed surface near the 335–347 α-helix. These other sites had dis-

persed sequence locations ranging from positions 291 to 446 that are

brought together in the three-dimensional structure. Yamaguchi-Kabata

and Gojobori (2000) propose that this cluster of fifteen positively se-

lected sites may form discontinuous epitopes. Previously, this partially

recessed region was not considered a key location for antibody binding.

FOOT-AND-MOUTH DISEASE VIRUS

Haydon et al. (2001) analyzed selection on individual amino acid sites

of foot-and-mouth disease virus. Most sites showed mild to strong nega-

tive selection, as usually occurs. At seventeen sites they found evidence

of significant positive selection. Twelve of these positively selected sites

occurred at positions that had previously been observed to develop es-

cape mutants in experimental evolution studies that imposed pressure

by monoclonal antibodies. The other five sites indicate candidates for

further experimental analysis.

Haydon et al.’s (2001) study of natural isolates gives further evidence

that a small number of amino acid sites determines a large fraction of

antigenic evolution to escape antibody recognition. The combination of

analyses on structure, experimental evolution, and natural variation pro-

vide an opportunity to study how complex evolutionary forces together

determine the evolutionary dynamics of particular amino acids.
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15.4 Predicting Evolution

The studies on positive selection in the previous section could not cor-

relate amino acid substitutions with the actual success of the viruses. In

each case, selection was inferred strictly from the patterns of nucleotide

substitutions in a sample of sequences.

Bush et al.’s (1999) study of influenza takes the next step by associ-

ating particular amino acid substitutions with the success or failure of

descendants that carry the substitutions. Influenza allows such studies

because sequences have been collected each year over the past several

decades, providing a history of which substitutions have led to success

over time.

The influenza data can be used to predict future evolution by two

steps. First, previous patterns of substitutions and the successes of as-

sociated lineages suggest which amino acid sites contain variants that

enhance fitness. Second, new variants arising at those key sites are pre-

dicted to be the progenitors of future lineages.

THE SHAPE OF PHYLOGENIES

Predicting evolution based on amino acid substitutions requires a cor-

relation between substitutions and the success of lineages. Many para-

sites do not have such broad-scale correlations. For example, figure 15.2

shows a star-shaped phylogeny for streptococcal divergence. This kind

of phylogeny retains multiple, diverging lineages along several branches.

Although selection may guide the relative success of different substitu-

tions within a lineage, the lineages along different branches apparently

do not compete. Thus, one cannot use particular substitutions to pre-

dict which lineages will eventually dominate the future population.

HIV-1 also has multiple diverging lineages that create star-shaped

phylogenies (fig. 15.3). This makes sense because HIV-1 currently forms

an expanding population with little competition between lineages. Many

different lineages continue to spread to naive hosts that have no prior

immune memory of infection. Thus, at the population level, immune

pressure does not favor one lineage over another by amino acid substi-

tutions that escape widely dispersed immune memory in hosts.

In the HIV-1 phylogeny, the different subtypes coalesce to a common

ancestor that probably occurred near the origin of the HIV-1 epidemic
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Figure 15.3 The phylogeny of the HIV-1 subtypes based on the env gene, which
includes the coding for the gp120 protein. The letters name the different sub-
types. The bar shows the length along branches corresponding to 10% diver-
gence in sequence. From McCutchan (1999), with permission from Johns Hop-
kins University Press.

in humans. Various studies estimate that the ancestor occurred during

the first half of the twentieth century (Korber et al. 2000; Yusim et al.

2001).

Comparison of HIV-1 subtypes may not be the appropriate scale at

which to study the correlation between amino acid substitutions and fit-

ness. The subtypes are to some extent separated geographically and may

not compete directly. Even within regions, HIV-1 continues to spread to

naive hosts, so escape from immune memory at a few key antibody epi-

topes would not dominate the relative success of lineages. It would be

interesting to see the shapes of HIV-1 phylogenies based on samples

collected over several years from a single region.

Figure 15.4 shows the kinds of phylogenetic shapes that may occur.

Only the extreme case in figure 15.4d provides enough differential suc-

cess (fitness) between lineages to correlate amino acid substitutions with

fitness. In the other shapes, the signal of differential success would usu-

ally not be strong enough to associate particular substitutions with the

survival of a lineage. However, the dominance of a single lineage as in

figure 15.4d does not guarantee an association between success and any
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(a) (b) (c) (d)

Figure 15.4 Differences in success between lineages in a phylogeny influence
the shape of the tree. All trees shown with their ancestral node on the left.
Time increases from left to right. (a) Shape when all lineages survive. This
corresponds to a star phylogeny when drawn as in fig. 15.3 with lineages radi-
ating out from the ancestor in the center of the phylogeny. (b) Tips that stop
in the middle of the tree represent lineages that have gone extinct. Some ex-
tinctions occur in this case, but many different lineages have survived to the
present. (c) Greater differential success between lineages; however, no single
winner emerges in any time period. (d) Only a single lineage survives over time,
shown in bold. In each time period, a single lineage gives rise to all survivors a
few generations into the future.

particular characteristic of the parasite. Powerful epidemics that start

from just a few individuals also give rise to skewed phylogenetic trees,

but the progenitors of those epidemics may simply have been lucky and

may show no tendency to carry particular traits.

INFLUENZA

Influenza A phylogenies have just the sort of shape that could allow

correlation between particular substitutions and fitness. The trees in

figure 15.5 show a single successful lineage continuing through time,

with many branches diverging and dying off over short periods of time.

Bush et al. (1999) used trees such as those in figure 15.5 to analyze

amino acid substitutions in the hemagglutinin HA1 domain. They as-

signed each variable amino acid site to zero or more of four different

sets: 18 sites were positively selected with dN significantly greater than

dS , 16 sites were associated with the receptor binding site of the HA1
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Figure 15.5 Phylogeny of influenza A hemagglutinin HA1 domain. The tree
on the left shows evolutionary relationships between isolates from subtype H3
from 1983 to 1994. The horizontal axis measures the number of nucleotide sub-
stitutions between isolates, which correlates closely with time. Thus, the lower
isolates come from earlier seasons, with time increasing up and to the right. The
bold line shows the single lineage that succeeded through time. The asterisk
shows another lineage that succeeded for about five years after its divergence
from the main line, but eventually died out. See the text for a description of the
labeled isolates (filled circles) and how the left tree was used to predict evolution
in the upper part of the right tree, which contains the data from 1983 to 1994
plus three additional years from 1994 to 1997. From Bush et al. (1999), with
permission from the American Association for the Advancement of Science.
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surface, 20 sites evolved relatively faster than the other sites, and 41

sites were in or near the well-known antibody epitope domains A and B.

Suppose amino acid changes in one of the four sets consistently cor-

related with the ultimate success of a lineage. Then, at any time, one

could predict which of the currently circulating isolates would be most

closely related to the progenitor of future lineages. In particular, those

lineages with the most amino acids that had recently changed at the key

sites would be most likely to succeed. In influenza, success probably

occurs by escaping the host’s immunological antibody memory caused

by recent epidemics.

Variant sites near key antibody epitopes would be good candidates

to produce antibody escape. However, Bush et al. (1999) found that the

variant amino acids at positively selected sites provided the best infor-

mation about future success. In other words, those sites with amino acid

replacements favored by selection in the past also provided the best in-

formation about which amino acid changes would lead to success in the

future.

Bush et al. (1999) did not truly predict future evolution. Instead, they

used data from 1983 to 1997 to form eleven retrospective tests. A ret-

rospective test analyzed data from 1983 to year x and predicted subse-

quent evolution in the years following x, where x varied between 1986

and 1997.

Figure 15.5 shows the structure of one retrospective comparison. The

left tree contains data from 1983 to 1994. The bold line along the left

marks the single dominant “trunk” lineage. At the question mark, just

before 1994, the data can no longer resolve the trunk lineage because

several variants cocirculated at that time and the trunk can be resolved

only after one knows which of those lineages succeeded.

The filled circles show four isolates from 1994 that represented the

four classifications for variable amino acids. Shd5 (A/Shangdong/5/94)

represented the lineage with the greatest number of recent amino acid

changes at sites that had been positively selected in the past, as inferred

from the 1983–1997 data. The Har3 (A/Harbin/3/94) lineage had variant

amino acids near the receptor binding site. The Sant (A/Santiago/7198/

94) lineage had variant amino acids at those sites that had evolved rap-

idly in the past. The NY15 (A/New York/15/94) lineage had variant sites

in or near antibody epitopes A and B.
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The right tree includes additional data from 1994 to 1997. Those data

show which of the 1994 lineages succeeded and which died out. Suc-

cessful prediction means choosing the isolate closest on the tree (most

alike genetically) with the lineage that continues along the trunk and

gives rise to the future population. It turned out that Shd5 was closest

to the successful trunk lineage among the candidates. In other words,

the most changes in previously positively selected sites predicted which

lineage succeeded in subsequent years.

Bush et al. (1999) reported a systematic analysis of retrospective tests

in eleven years. In nine of those eleven years, the lineage that contained

the most changes relative to its ancestor at the eighteen positively se-

lected sites identified the section of the tree from which the future trunk

emerged. The sites in the antibody epitopes only identified seven of

eleven trunk lineages, and the other amino acid sets did worse. Thus,

positive selection provided the best signal for which amino acid changes

correlated most closely with fitness.

FOOT-AND-MOUTH DISEASE VIRUS

Feigelstock et al. (1996) sequenced foot-and-mouth disease virus iso-

lates from a 1993–94 epidemic in Argentina. The epidemic strains con-

tained amino acid replacements at a small number of sites that had

previously been identified as crucial for escape from monoclonal anti-

bodies. Feigelstock et al. (1996) suggested a prediction method similar

to the one used by Bush et al. (1999): identify those few key amino acid

sites that correlate with fitness, then predict that lineages with changes

at those sites will be likely candidates to spread in the future.

Feigelstock et al. (1996) chose sites by previous reports of escape from

monoclonal antibodies in experimental evolution. Bush et al. (1999)

chose sites by analysis of positive selection from population samples.

It would be interesting to compare these two methods in a single study

of the same evolving parasite population.

15.5 Problems for Future Research

1. Episodic selection. Bush et al. (1999) found eighteen amino acid

sites under positive selection in subtype H3 of influenza A. Substitutions

at these positively selected sites correlated with the future success of
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lineages during the years of sampling, 1983–1997. In the future, will

these eighteen sites continue to be the primary target of selection?

On the one hand, the eighteen sites may indeed be the most important

for escape from protective antibodies. If so, future samples will continue

to find positive selection focused on these sites. On the other hand,

different sites may dominate in the future, with little future selective

change in the currently positively selected sites. A changing focus of

selection may arise from evolving structural features of the viral surface

that expose or hide different sites or from a changed distribution in the

immune memory profiles of hosts.

If episodic selection frequently occurs, then the time scale over which

one studies substitution patterns plays a critical role in inference. Sim-

ply measuring aggregate rates of synonymous and nonsynonymous sub-

stitutions may turn out to be a rather crude tool that misses a large

proportion of the changes brought about by natural selection. As more

data accumulate, it will become important to match statistical methods

with explicit hypotheses about the biological processes of selection and

the temporal scale over which selection varies.

2. Kinds of selection detectable from standard analyses of population

samples. Influenza has certain characters that make it a particularly

good model for simple analysis of positive selection. Epidemic strains

often have wide distribution; thus, there is relatively less spatial varia-

tion in the exposure of hosts to different strains than for many other

parasites. The wide and relatively uniform distribution of epidemics

creates relatively uniform selective pressure on the virus. In addition,

infections do not persist within hosts, so most selective pressure on the

surface hemagglutinin glycoprotein arises by escape from antibody rec-

ognition during transmission between hosts. The uniformity of selective

pressure means that aggregate samples can provide clear signals.

By contrast, other parasites may face multiple selective pressures that

vary over relatively small spatial and temporal scales. For example, Rou-

zine and Coffin (1999) analyzed 213 pro sequences of HIV-1 from eleven

infected individuals. This sampling scheme allowed them to analyze

the different patterns of selection within hosts and between hosts. This

may be particularly important in HIV, which causes long, persistent in-

fections within hosts. HIV probably faces relatively little pressure from

immune memory during transmission between hosts, but does expe-
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rience different MHC genotypes between hosts and different selective

pressures on T cell epitopes.

Rouzine and Coffin (1999) found evidence only for negative selection

within hosts. They propose various models of selection within and be-

tween hosts that could be tested by further sampling and analysis. The

point here is that a simple aggregation of sequences over the entire pop-

ulation may not be informative given the different kinds of selection that

act over various temporal and spatial scales.

3. Sampling methods to collect sequences. I mentioned in the Problems

for Future Research section of chapter 11 that most population samples

have been collected for reasons other than phylogenetic analysis. For

example, each year epidemic surveillance teams collect thousands of

influenza isolates from across the world. Sequencing labs choose only

a small fraction of the isolates for analysis. They typically use anti-

genic screening to pick isolates that differ significantly from the com-

mon, recently circulating strains. This biased sampling supports vaccine

design but may affect analyses of selection and other population-level

processes. Recent calls for wider and better-designed sampling should

lead to great opportunities for population studies (Layne et al. 2001).

Nonlinear processes of transmission and stochastic effects of small

effective population sizes in epidemics strongly influence the patterns of

evolutionary change. Random sampling may not be the best design for

studying the population consequences of nonlinear transmission and

stochastic fluctuations. New theoretical work on sampling and inference

would help to guide the advanced screening and analysis technologies

that will be put in place in the coming years.

4. Selection on archival variants. Several parasites such as Trypano-

soma brucei and Borrelia hermsii store archival libraries of antigenic

variants. They express only one variant at a time. Strong positive selec-

tion probably favored diversification of the archival variants during the

initial evolution of antigenic switching. However, once a genome con-

tains a large library of diverged variants, negative selection may act pri-

marily to retain the existing antigenic differences between the variants.

I found only one analysis of archival variants. Rich et al. (2001) stud-

ied one sequence from each of eleven different loci that contain antigenic

variants of the variable short protein (Vsp) of Borrelia hermsii. This sam-

ple showed significant recombination between the loci, suggesting that
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divergence between antigenic variants may arise by intragenomic mix-

ing of protein domains. Their sampling did not provide multiple alleles

at individual loci, so they did not report on the selective pressures re-

cently acting on each individual locus. An extended study that analyzed

variation within and between loci would be interesting.

5. Inferring selection from the spatial distribution of allele frequen-

cies. Rare antigenic variants often have an advantage because they

encounter specific immune memory less often than common antigens.

Conway (1997) suggested that this rare-type advantage promotes a bal-

anced distribution of allele frequencies among antigenic variants. By

this theory, such balancing selection reduces the fluctuations in allele

frequencies when compared with loci experiencing little or no selection.

The neutral loci would have allele frequencies drifting over time and

space, whereas the balanced antigenic loci would face a continual pres-

sure to raise any allele frequency that temporarily dropped to a low level.

Conway (1997) suggested that one could infer which loci experienced

strong immune selection by examining the spatial distribution of al-

lele frequencies. Balancing selection may cause immune-selected loci to

have a more even, less variable distribution of allele frequencies across

space than other loci.

Conway et al. (2000) tested this idea by examining the spatial dis-

tribution of allele frequencies for Msp1, a dominant surface protein of

Plasmodium falciparum. They divided the long (5 kb) msp1 gene into

domains and measured the allele frequencies for each domain over six

African and two Southeast Asian populations. Recombination occurs

frequently within the gene, causing low linkage disequilibrium between

domains. One domain, block 2, had very even distributions of its three

allelic types over the different populations within each continent. The

other domains all had significant variations in allele frequency over the

populations. Conway et al. (2000) also showed that hosts with IgG anti-

bodies against block 2 enjoyed some protection against malaria. From

these data, Conway et al. (2000) concluded that block 2 is an important

antigenic site.

Conway et al.’s (2000) spatial analysis of allele frequencies provides

an interesting approach to identifying key antigenic sites. However, the

theoretical prediction of relatively stable allele frequencies over space

requires further study.
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Frequency dependence with an advantage for rare types commonly oc-

curs in models of host-parasite interactions (Anderson and May 1991).

In the typical model, frequency dependence causes strong fluctuations

in allele frequencies rather than stable allele frequencies. The fluctu-

ations arise because of feedbacks between host and parasite types. A

rare parasite type, x, increases because most hosts do not recognize the

rare type. As x increases in frequency, this favors an increase in the

frequency of the hosts that recognize x, causing in turn a decline in the

frequency of x. The decline in x favors a loss of host recognition for x.

Low frequencies of x and of host recognition start the cycle again.

Conway (1997) suggested that frequency dependence stabilizes allele

frequencies rather than causes enhanced fluctuations. This may be true

for the particular dynamics that follow from Plasmodium demography

and the time course of host immune memory. However, this should be

studied with theoretical models that analyze fluctuations over space in

antigenic allele frequencies and host memory profiles.



16 Recap of Some
Interesting Problems

My Problems for Future Research span many different technical and con-

ceptual challenges for understanding antigenic variation. These fifty-six

problems arise from my synthesis of the molecular processes of recog-

nition, the dynamics of infections within hosts, the variability of popu-

lations, and the methods for studying evolution.

There is no point in covering once again so many diverse topics. In-

stead, I have chosen to recap four examples, to highlight the kinds of

problems that integrate different levels of analysis. I summarize each

example briefly, as a reminder of the potential for integrating structure,

function, biochemical kinetics, population dynamics, and evolution.

16.1 Population-Level Explanation
for Low Molecular Variability

Immune memory against the measles virus provides lifelong protec-

tion because the measles virus does not evolve widespread escape vari-

ants. Measles can vary its dominant surface antigen, hemagglutinin, and

limited variation does occur (Griffin 2001). So it is an interesting puzzle

why antigenic variants do not spread as in many other viruses.

Perhaps the very high infectiousness of measles causes the common

strain to spread so widely in the host population that little heterogeneity

occurs among hosts in immune memory profiles. If memory responds

against a few different epitopes, then no single-step mutational change

allows a measles variant to spread between previously infected hosts.

The only “nearby” susceptible class of hosts arises from the influx of

naive newborns, which depends on the birthrate of the host population.

Naive hosts do not impose selective pressure for antigenic change.

This explanation for the lack of antigenic variation suggests that the

epidemiological properties of the parasite and the demographic struc-

ture of the hosts affect the patterns of molecular variation in antigens.

These population processes do not control the possible types of varia-

tion or the molecular recognition between host and parasite, but instead

shape the actual distribution of variants.
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A population-level explanation for the measles virus’s lack of wide-

spread antigenic variation may be wrong. The lack of variation may

simply reflect conservation of some essential viral function in a domi-

nant antigen, such as binding to host receptors. My point here is that

the lack of molecular variation does not necessarily mean that the expla-

nation resides at the molecular level. Population processes can strongly

influence the distribution of molecular variants.

16.2 Molecular-Level Explanation
for Population Dynamics

The causal chain can move in the other direction, from the molecular

nature of host-parasite recognition to the dynamics of populations. For

example, five or so amino acids determine most of the binding energy

between an antibody and an antigen. Often a single amino acid substi-

tution in the antigen can abolish the defensive capability of a particular

antibody specificity for a matching epitope. This type of recognition is

qualitative, in which a single change determines whether or not recog-

nition occurs.

Binding reactions may change in a qualitative way between molecular

variants. But the dynamics of an infection within a host depend on all of

the parasite’s epitopes and all of the specific B and T cell lineages that

recognize different epitopes. The interactions within the host between

the population of parasites and the populations of different immune

cells determine immunodominance, the number of different epitopes

that stimulate a strong immune response.

Immunodominance sets the number of amino acid substitutions need-

ed to avoid host recognition. This aggregate recognition at the level of

individual hosts controls the spread of antigenic variants through a pop-

ulation of previously exposed hosts. Thus, molecular interactions affect

immunodominance, and immunodominance sets the pace of evolution-

ary change and the distribution of variants in parasite populations.

16.3 Binding Kinetics and the
Dynamics of Immunodominance

The control of immunodominance remains poorly understood. Rao’s

(1999) analyses suggest the kinds of studies that may generate new

insight. Rao showed that initial stimulation of B cells depended on
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an affinity window for binding between antibodies and epitopes. Low-

affinity binding did not stimulate division of B cell lineages, whereas

high-affinity antibodies bound the antigen so effectively that the B cell

receptors received little stimulation. Intermediate affinity provided the

strongest stimulation for initial expansion of B cell clones.

After initial stimulation and production of IgM, the next phase of B

cell competition occurs during affinity maturation and the shift to IgG

production. The B cell receptors with the highest on-rates of binding for

antigen tended to win the race to pass through affinity maturation. The

limiting step may be competition for stimulation by helper T cells. This

competition for T cell help apparently depends on the rate at which B

cells acquire antigens rather than on the equilibrium affinity of binding

to antigens.

Equilibrium affinity is the ratio of the rate at which bonds form (on-

rate) to the rate at which bonds break (off-rate). The contrast between

the early selection of equilibrium affinity (on:off ratio) and the later se-

lection of on-rate may provide insight into the structural features of

binding that separately control on-rates and off-rates. This is a superb

opportunity to relate structure to function via the kinetic processes that

regulate the immune response.

16.4 Diversity and Regulation of Archival Repertoires

Some parasites store archival libraries of antigenic variants in their

genomes. Switching expression between variants may allow the para-

site to escape recognition by immune responses directed at previously

expressed variants. Alternatively, a sequence of variants may exploit

the mechanisms of immune recognition and regulation to interfere with

the ability of the host to mount new responses to variants expressed

later in the sequence. Variants can potentially interfere with new host

responses by exploiting original antigenic sin—the tendency of the host

to enhance a cross-reactive response to a previously encountered anti-

gen instead of generating a new and more focused response to a novel

variant.

The interesting problem concerns the evolution of the archival reper-

toire. How do the different molecular mechanisms of escape and im-

mune interference shape the diversity and cross-reactivity of variants

stored within each parasite’s genome?



268 CHAPTER 16

The type of immune recognition may influence the pattern of diver-

sification between antigenic variants. For example, IgM antibodies with

relatively low affinity and high cross-reactivity control Borrelia hermsii ,

a spirochete with an archival library of variants (Barbour and Bundoc

2001). By contrast, many parasites face control by the more highly spe-

cific IgA and IgG antibodies. It would be interesting to know if B. hermsii

requires a relatively greater molecular distance between variants to es-

cape IgM cross-reactivity than parasites controlled by IgG antibodies. If

so, then B. hermsii’s variants may have diverged under a different pattern

of specificity and cross-reactivity from that influencing the divergence

of variants in other parasites.

Parasites with archival variants have particularly interesting dynamics

within hosts. If the variants are produced too quickly, the host develops

specific immunity against all types early in the infection, and the infec-

tion cannot persist for long. If the variants arise too slowly, the parasite

risks clearance before switching to a novel type. Thus, the pacing of

molecular switches in the parasite must be tuned to the dynamics of

the host’s immune response. This system of contained dynamics within

individual hosts may be particularly amenable to experimental study,

providing insight into the interactions between host immunity, antigenic

escape variants, the shaping of antigenic repertoires, and the evolution

of the molecular control systems that regulate antigenic switching.

16.5 Final Note

The technical advances in molecular biology have greatly accelerated

the pace of discovery in immunology and parasite biology. When review-

ing various topics, I found that many key articles had been published in

the past eighteen months.

This book’s synthesis may soon be outdated with regard to the latest

details for each particular subject. But, for the first time, it has been

possible to see the subject as a whole, to discuss in an informed way the

interactions between different processes and different ways of study.

The problems that I raised for future study will continue to provide key

challenges for many years to come.
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85, 86, 97, 112, 121, 233, 235,
236

class II, 20, 46, 48, 52, 53, 74, 92,
112, 117–19, 127, 236

CTL stimulation, 19, 44, 51, 52,

81–83, 85, 86, 237–39, 243, 245
See also MHC polymorphism

malaria, see Plasmodium
maternal antibodies, see immuno-

logical memory
mathematical models, ideas for,

90–91, 102, 104, 121, 122, 131,
143, 145, 169, 187, 227, 228,
242

measles virus
antigenic variation, 146, 225
encephalitis, 225
processes that limit variation,

146–47, 265–66
memory, immunological, 19, 20,

125–29
IgA versus IgG, 130, 146
immunodominance of, 51, 79, 80,

129, 132–36, 142
long-term maintenance, 122
recurrent stimulation, 126
speed of response, 89, 127–32
storage of antigen, 126
X-Y-Z model, 125
See also original antigenic sin

memory profiles, immune, 136–44
age structure, 25, 134, 136–39,

144, 147, 265
barrier to antigenic change, 132,

146
connectivity between host classes,

133, 142–43, 145, 265
decay of memory, 102, 127–30,

138–41, 144–46
epidemiology and population

coverage, 25, 102, 137, 144,
146, 255, 261, 265

heterogeneity among hosts, 133,
134, 146, 170, 249

immunodominance, role of, 102,
132

and linkage disequilibrium of
parasites, 143

maternal antibodies, 139–40
multistep mutation model for

epidemics, 132, 134, 142, 145,
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25, 136, 139, 141, 144, 147, 265
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meningitis, see Neisseria meningitidis
MHC polymorphism, 20, 47, 52, 54,

112
as selective force on CTL epitopes,

168, 243
MHC, see major histocompatibility

complex
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monoclonal antibodies (MAbs)

neutralization kinetics, 220, 223
panel to test cross-reactivity, 38,

177, 181, 184, 201, 214
polyclonal antibodies, compared

with, 43, 177
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escape, 193, 195, 201, 214, 225,
228, 244, 254, 260

monoclonal CTL pressure, 233,
236–38, 243

Moraxella, 63
mucosal immunity, IgA, 130–32,

140, 146
multiplicity of infection

and CTL escape, 242
genetic mixing in hosts, 153, 162,

168
mumps virus, 130
murine leukemia virus, 230–32
mutation, 58–61

compensatory, 118
deleterious, 59, 116, 118, 167, 248
genome-wide rate, 58–60
mutator strains, 59–60
targeted hypermutation, 60–61, 68

mutation-selection balance, 116,
118, 120, 122, 167, 248

natural killer cells (NK)
interference by MHC homolog, 97
quantitative variation, 115

natural selection, analysis of
at amino acid sites, 248–49,

251–63
competition experiments, 201–2

nucleotide substitutions, patterns
of, 248–49

phylogenetic, 179–87, 251–60
sliding window, 250, 251
spatial comparison of allele fre-

quencies, 263
See also amino acid substitutions,

escape mutants, experimental
evolution

natural selection, kinds of
balancing, 228, 263
convergent, 184–86
diversifying, 168, 185–87, 262
episodic, 260–61
fluctuating, 243
frequency dependent, 249, 264
heterozygote advantage, 117–18,

122
negative, 94, 248–49, 251, 253–54,

262
positive, 94, 96, 248–62
stabilizing, 184–87

negative selection, see natural
selection, kinds of

Neisseria gonorrhoeae
antigenic variation, 27, 105
cell tropism, 27, 105
IgA antibodies, 130
Opa proteins, 27
population structure, 68, 156
spread through host, 28

Neisseria meningitidis
antigenic variation, 165
cell tropism, 62
linkage disequilibrium, 165, 168
Opa proteins, 62
population structure, 157, 165
PorA protein, 165

Neurospora crassa, 59
neutralization kinetics of antibodies,

220–24, 228
antibodies per virion, 222, 223
antibody affinity, 212, 213, 220,

223
attachment, interference with,

211, 212, 220, 224
bind but not neutralize, 184
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entry, interference with, 220, 224
multi-hit kinetics, 222–24
pseudo-first-order kinetics, 221–24
single-hit kinetics, 221
synergistic, 224
See also antibodies

nucleotide substitutions
dN/dS ratio, 248–49
nonsynonymous (dN), 248
in phylogenies, 251–60
synonymous (dS), 248

off-rate, 220
on-rate, 220
original antigenic sin

antibodies, 88
antigens, order of exposure to, 28,

87–89, 135
in archival libraries, 30
CTLs, 244

paratope, see antibodies
peptides

binding to MHC class I, 19, 45–48,
83, 85, 86, 232–37

binding to MHC class II, 20, 46,
48, 74, 92

C- versus N-terminal cuts, 45, 232
intracellular transport by TAP, 44,

46, 53, 113, 231–32
kinetics of intracellular produc-

tion, 47
nonrandom cleavage, 45
proteasomal processing, 45–47,

53, 231
T cell interaction, 19, 46, 49–52,

74, 81, 83, 85, 86, 92, 127,
237–39

See also major histocompatibility
complex

persistent infection, 23–24, 26, 28,
68, 94–97, 106, 133, 146, 198,
233, 235, 261

phylogenetic distance, see classifica-
tion

phylogeny, 178
driven by antigenic selection, 183,

257–60
recombination and reassortment,

159–62
tree shape, 255–57

pili, 63
Plasmodium berghei, 51
Plasmodium falciparum

age-dependent immunity, 139
antigenic variation, 27, 64, 69, 87,

121, 139, 263–64
APL antagonism, 29, 86
archival library, 64
attachment, 27
circumsporozoite protein, CTL

epitopes in, 29, 86, 121
divergence from recent ancestor,

69, 170
inbreeding, 158
Msp1 surface antigen, 263
PfEMP1, product of var , 27, 64
population structure, 69, 87, 158,

170, 263–64
var family of variants, 64, 69, 170

Plasmodium knowlesi, 65
Plasmodium vivax

vir family of variants, 65, 69
Plasmodium yoelii, 65
poliovirus, 189, 200

antibody neutralization, 222
protective immunity by IgG, 130
recombination, 162

population structure, 148–71
bottleneck, 168–70
clonal, 156–58
effective population size, 151
epidemic, 133, 134, 151–58, 161,

165, 169
geographic scale, 144, 153, 155,

157, 158, 160, 163, 166, 169,
170, 184, 256

hosts as islands, 166–68, 170
inbreeding, 158
linkage disequilibrium, antigenic,

149, 168
linkage disequilibrium, genome-

wide, 68, 149, 151
panmictic, 156
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population size, 24, 97, 151, 204,
226, 242

selective sweep, 67, 133, 151, 157,
159, 183

spatial, 141–45, 151, 157, 158,
160, 163, 169, 261, 263

positive selection, see natural selec-
tion

predicting evolution, 255–61
foot-and-mouth disease, 260
influenza A, 257–60

programmed antigenic switching,
see archival library of variants

proteasome, see peptides

reassortment of viral segments, 67,
169, 208

hybrid incompatibility, 153
inferred from phylogeny, 159–62

recombination, intergenomic, 67,
149, 150, 153–66

inferred from phylogeny, 164
in viruses, 162–64
See also HIV, linkage disequilib-

rium, phylogeny
relapsing fever, see Borrelia hermsii
RNA viruses, 203

high mutation rate, 58, 96, 226
segmented genome, 206, 208
segments, reassortment of, 67,

159–62
rotavirus, 130, 131

Saccharomyces cerevisiae, 59
Salmonella enterica, 59, 156
segmented genome, see RNA viruses
seroprevalence, see memory profiles,

immune
simian immunodeficiency virus (SIV)

antibody escape and reduced
transmission, 95, 106

cell tropism, 94
CTL escape mutants, 185, 235–37
experimental studies, 235–37
MHC genotype and rate of disease

progression, 236
Tat protein, 235

Sindbis virus, 196, 198
site-directed mutagenesis

binding consequences of substitu-
tions, 35, 193, 210

function of conserved sites, 215,
218, 244

SIV, see simian immunodeficiency
virus

smallpox virus, 130
spatial heterogeneity

caused by MHC variability, 168,
243

memory profiles, 133, 134, 141–
46, 170, 249

population structure, 151, 157,
158, 163, 169, 170

within hosts, 105, 107
specificity

aggregate binding against all
parasites, 38, 80, 121

and cross-reactivity, 33–56
stringency of binding conditions,

42, 55
spirochetes, see Borrelia, 348
strains, distinct antigenic, 87, 132,

142, 143, 149, 164–66
Streptococcus, 250–51

hypermutation, 60
positive selection, 250
star phylogeny in epidemics, 255
streptococcal inhibitor of comple-

ment (Sic), 250
structural analysis

antibody epitopes, conformational,
35, 192, 254

buried versus exposed sites, 233,
234, 237, 238

FMDV, 189–92
HIV, 254
influenza A, 206–14, 237, 238
LCMV, 233, 238
MHC binding groove, 233
See also site-directed mutagenesis

superinfection, see multiplicity of
infection

T cell receptor, 19
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germline polymorphism, 53, 85,
113–14, 245

peptide-MHC complex, binding to,
19, 46, 49–52, 74, 81, 83, 85,
86, 92, 127, 237–39

repertoire, 49–52, 85, 112, 238,
245

self-peptides, avoiding, 51, 52, 79,
85

somatic recombination, 53
specificity and cross-reactivity,

49–51
tetramer analysis, 177, 238
See also cytotoxic T lymphocytes,

escape mutants, helper T cells
T cells

exogenous antigen, 47, 81–82
quantitative variation, 115
See also cytotoxic T lymphocytes,

helper T cells, T cell receptor
TAP, see peptides
TCR, see T cell receptor
Theileria annulata, 250
transmission between hosts

escape variants, effect of, 95, 106
immune memory variability, 127,

133, 134, 136–44, 146, 170, 249
MHC variability, 168, 243

tropism, cell or tissue
as cause of antigenic variation,

26–28, 62, 64, 65, 104–5, 107
as constraint on antigenic varia-

tion, 194, 196–200
Trypanosoma brucei

archival library, 63, 66, 262
evolutionary rate, 66, 69, 262
population structure, 158
switch mechanism, 63, 66
switch rate, 63, 99
within-host dynamics, 24, 98–102

Trypanosoma cruzi
population structure, 154–55
strain classification, 154

Trypanosoma vivax
antigenic variants, order of ex-

pression, 99
archival library, 99

TT virus, 162

vaccines
antigenic variation, 4, 165, 178,

183, 250
booster, need for, 127, 140
MHC polymorphism, 47
recombination with wild type, 162

vaccinia virus, 196
vesicular stomatitis virus (VSV)

cross-reaction by helper T cells,
128

decay of memory helper T cells,
128

experimental evolution, 226
half-life of plasma B cells, 126
survival of memory B cells, 126

Vibrio cholerae, 140
viruses

cytopathic versus noncytopathic,
130–32, 146, 241–42

persistent infection, 28, 94–97,
104–6, 133, 146, 198, 233, 235,
261

West Nile virus, 181
within host dynamics

body compartments, separation
by, 81, 105, 107, 200

cell tropism, evolving changes in,
28, 94–95, 105, 184

coexistence of antigenic variants,
102–6

escape mutants and persistence,
93–108, 230–45

populations of immune cells,
73–92

waves of parasitemia, 24, 99, 102,
107

See also archival library of vari-
ants, escape mutants

yellow fever virus, 130, 181
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